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unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining

Agenda

unn 4 inaliniBoand (Statistical Techniques)

nunau
Jola
mislaSgudana

4.1 ms3asi:known (Frequency Analysis)
4.2 msdasizkmsns:019 (Distribution Analysis)
4.3 msdasitkanudaunus (Relational Analysis)
4.4 msdiasrizkmsudsusou (Variation Analysis)

4.5 msdiasizkuusliv (Trend Analysis)
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n CRISP-DM 6 $udou

« CRISP-DM gou10own Cross-industry
standard process for data mining

Business Data
Understanding Understanding

* BOKUIBHY NSIUDUNISUICSSIUNIEAKSU
nisiiklovdoya Iar1N1sItAsSIzhLa:
dhlulEds:losinossio Ussnaulldos 6
Juciou GonI

Deployment |

Modeling

Data

Data
Preparation

e weuulas 3 usdn

e Usyn SPSS
« usyn Daimler Chrysler Evaluatiun
e usun NCR
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n CRISP-DM 6 $udou

1. 1lossiio(Business Understanding) ... iQuguaauusniysluinmisriinondlossio Jrykiua:z

Sanus:zavsigaslasomisoinyuuasnivssio ontundasidykiliaglusuzoslonddksumssiasizi

Joya uazoUNUMSAILTUIUITDIGU

1. rmaswdlodym kSalomaidossio

r

2. s:y output K$awhkmeidoomsldoinms3siasikdoyados Data Mining
e GI298IBU

« mogwlsiomvzaameliivaumsiadi q la

 doomsuuvngulinfinnioanmunsivaulo / nlda

« ogwlslRanmnaundoduman

« asmnmwmaUsnunduianiudn 2 Sudokin

- aznddranmaulkuidlomadosdulsauziso
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n CRISP-DM 6 $udou

doodrogaomsiinlossio

do081951u H&W CAFE $1u winass iioKisuazinsavdy lszuudradusn

dognaunaads Uuiinavsiulugiudoya . .Fonisraulondalondiifio Adodumuse
anm uuveanitluaanilu 3 Us:inn 1. munsiwu 2. §onaulu 3. 1051095

ilonsiwanMmuuveonmduuszinn SrumnansaasoluslvduumiRasenu
AddavNISYavanMLcaznal
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n CRISP-DM 6 $udou

msdwundoya (Data Classification) vavasuidsolumsiialsaunikoiukdos:duaciu
suusvyavlsn

sui 1 : Business Understanding

dwSumisrir Business Understanding lugudoun 1 zooms3iasizkdoyanmossiio
dnsumisweinsninoiuidsolumsiialsauikoiuksas:duasiusuusovoslsauikoiu awsn
iSududssmsmanndlodanus:avssikanndooms 13u msmneanuidsonsanisduns:=au
acwsuusszadlsa iwanozthluldlumsorounumsquanaznissnuniflososivsuizay
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n CRISP-DM 6 $udou

2. aowiinlodoya (Data Understanding) sugauiisududssnissausoudaya 2nldurinoiu

wlo asoodauaunwgavdona uazidondoyantiusousaudo:lddonalatiolunisdinsizis

lasluguaouiiidunis sousoudoyaninasdos doyanndoviiundoiio Joyanlddooi

~

USuruuiniieowe doyanlddevsinoivikuizan uazisiwazidsatdisonwadonistiilusiasizi
dod81013U
1. dJayamisBodumuooudazaunsl w.a. 2566

2. JoyawanisiSguuna:nisavdn:iiguiSgugavlinsinnidaasaxsandgas 4 U 1Wudu
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n CRISP-DM 6 $udou

doad19 msmasdlodoya

21N dg. v1udduKUY [Auroingiudayanisdavoikisvoavsiu
doud U 2557-2564 (31udu Ko yuradayaundiuaiang) 91na298IY
01uddy (Bdoaya 37020 shems wendu 3 sa fo san 1 Uonmunsu
gan 2 donaulumundiu wazsan 3 doW1UL0a1095
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n CRISP-DM 6 $udou o

3. msiaSsugaya (Data preparation)

gudaumsiassudoya KUBRY dudaunokuanozimalkdoyadunisisousouut nawiludaya
avysninwsouo:ddluiaalusuaaun 4 duasuiddoduduaauidosidioainunga 1iovoinluiaanldoin
msmadluiso:lknadnsngndoondaliitiuduagnuauningasdoyanld 13u nisasioaisiv nisau
dayanlidoomsoan msudasdoyalkoslusuvuindaoms 1Wudu lasus:znauludss 3 Judaudodalui

1) msaaiaandaya (Select Data) 1aanmsiv 1danuaansdod

9Ind29081991u3dy 1dondoyaningsdosnumsdroikis dayaniinoulildidon

2) msmanwazaradaya (Data Cleaning)

3) msudavdoya (Data Transformation)
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n CRISP-DM 6 $udou

4. msaswluiaa (Modeling)

lugudeuil 1s19:1donuaznadevaswlvinakas q uwuniozansauily
Jrymindoomisla ownliusion q USushmisidicasluudazluioa weliléluiaan
isuzaunganidlumsunlodym

kurosa Kingolulalulaanwalo 1syauisanauluiassudoyalinsauuinnoidla
[Wovondoyand AoMiklanadwsnasunu aodina1onan
“Garbage in, Garbage out” duloo
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n CRISP-DM 6 $udou

5. msJaus:ansninvavluiaa (Evaluation)

1Is19:fms3aus:ansninvaslutaanldoindudaun 4 tiodaslutaai
Us=ansmmidgowadoamsululzoiunaousaly solulaaudazuszinnhoziidoda
Us=ansnmiwnuandionuaanliy
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n CRISP-DM 6 $udou

6. mstluiaaluldoiuoss (Deployment)

WJumsihluloanikuzavigaldldoauose kasias1zRuazuidyxindoonis
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I aduKUggavdLnalialgyand (Statistical Techniques)

uni 4

inalinidoand (Statistical Techniques) lusukiiosdoyadio inalinIEd
andlunuikiiovsdoayaidunuindrirylunisdiasiziuazesuisdoya lasanzlu
nstuauMIsasaodaunduduWus, nisiiug, uazmasmiunenmlunionguijand. d
fiainaladoandurous:msningnidlusiuikiiondaya:

lasluund 1s10:naradioinadimidoandnidlunisasoluiaaikiiosdoya las
inatiatsaruo:ldlumsdnsizidoyauaiusisvuvuanudunwusndauasludoya &0
sUuvuanwduwusikariawisailuldlumsiinesdamisdadulola
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R | - — nn 4
I lnﬁUﬁIUOHDCIHIUH‘IHSUIHUGOUOL!& .

inatndoandnlddusuikidoodoua aol

1. ms3iasi1ziaown (Frequency AnalySIS) WJums3iasizidoyainomisiaoiungosdoyauda:
i1 lasshnownvesdoyaudazdr Knuio o1uounsonuauauuUsmg’luuauanoHun

2. ms3as1zimsnsz018 (Distribution Analysis) iJumis3iasizRdoyatiorisUuvunisns:0s
govdoya lassUuuunisns:orwvoodoya KUEHY dnuvruznisns:o18vaddoya 18U NISNSE0NY
uuudnd MISNS:O18UUULEIIAU Msns:18uUUN3u 1Wudu

3. ms3ias1:Raowdunus (Relational Analysis) 10unmis3iasizRdoyainoKinudunus
s:xJ1wdoyadavrgarsauinn lasnsudunuss:kirodoyadasgandovinndn Kuehiy anutu:

nduWuUSs:KIwIayanvaodsakdauINnd 1Bu AVFURUSLUULTOIIEU ANEUNUSLUUITONK
Wudu
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. uni 4 ms3iasizRdoyaidrandlunuikiiordoya
e T - uni 4
I InﬁUHIUQEIDCIHIUH‘IHSUIHUGOUGL!&

inatndoandnlddusuikidoodoua aol

4. msdasizimsudsdsou (Variation Analysis) tflumsoms1.mlauamamnmuudsdsouuao
doua lasasuuususouvasdoya Koo s-numswaauudaouaouaua

5. ms3iasizRuusliv (Trend Analysis) Wlums3insizRdoyaidoriuuslivsosdoya lasuusliiv
goodoya KBy Amomsilasuulasvardanya
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uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

1. A2WKUIBTaIMSIIAS1KA2 WA (Frequency Analysis)

ns:uoumsnldaddino3nsiziua:
udavdayamunaiungadsicvg Ausinglugadoya msdinsizianwuniivs:lesdlumsinoiunilo

uazasuanuwuzgoodoyaniiod Ufiodudoudugiugadsms3insizRAD:

ms3iasiziaoiun (Frequency Analysis) 10uinaiiamis3iasizkdayaiiamiainoiun
govdoyaudazsi lausinoiudvosdoyaudazfil Ko di1usuasSoindoyatudsinnludoya
nokua

ms3iasizkaowniduinalinmisdiasizidoyasunusiunldlunisesuisdnumuznolises
doya lassinoiwnvasdoyaudazdmansndselfisudilosrdoyadoulknjisrodnla dsinFaund
k3ol uazuanownddordumsdalasvudoyaiionnuazasnlumssiasizidoyaducoly

fre
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uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

1. A2WKUIBTaIMSIIAS1KA2 WA (Frequency Analysis)

ms3iasizkanwnawsanlslanudsyads:inndsilasksadoyaus:inndanoiu lasdoya
Uszinndolasanisnmisinoiudlalasuvodoyasonidudosog udstivsruoudonalundazdoo
do98191du Joyantuuudavainisnuuvaanidudovqg 1du a:uuu 0-10, a:uuu 11-20, a:uuu
21-30 1Judiu ontutivdrusudniSsunidazuuulundazgae
doyauszinndeanwansammasiwildlasuvodoyasonmdundus udsitivsrusudayalu
uda:ndu doa8101du Joyaus:inninsiawisauvvsvonidundusivuazkigs onuuliusiusudoya
{uuda:zngu
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uni 4

4.2

2. guaoums3iasizinoun (Frequency Analysis)

4.2.1 ms3iasriknowin (Frequency Analysis)

WJumsadomsivnuaavssinosuaiusinglugadoyauazdrusunseitiadudiksvudazs

WJunmsadonsiHiuaasncnunvosudazsir. nsiWAvIvanacuddounusvosdonaldur
Histogram, Bar Chart, Pie Chart 1Judu

fiuomudads (mean), shlisusiu (median), sigwudsy (mode), snawuUsusou
(variance), uazsndsowwuvasgiu (standard deviation) wdsliladoyainuiduinesnums
ns:o18YdvTala
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uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

2. guaoums3iasizinoun (Frequency Analysis)

H'II'IUOIJEIUEIHUN NIsns: O'IEJI'IIGUSUIIUU (distribution) urouuu, n1sdiasa: KAo1WN
H'IIJ'ISHUOUIUI’I'ISI'I'IU'IEJII&-OIFIS'I HUOU&INUICIIJ

Wssuiisuncuigodsicv q lundukSadossadoyalnaqgadIuLANGID

(kFoyanarnsalslunmisdnounsoasudonisiladiasizi

ms3iasizianwnius:losiduinlumsinoiudilodnuruzzosdoya, msasaodounou
dauudsiu, ua:msaswsigvnuasddona
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uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

3. nmsasiwmsivanud (Frequency Table)

INaasvcnswnnud (Frequency Table), aaomoistundioashodoi:
auudsusiigadoyadoalidouaasnzuuunisnadavvasiinidsulusizdsinsrmaas:
a:uuu: [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]
IsS1aIsnasivnsivnnuiladod:
1. Gunoludvasudaznzuuu:

75: 1usu 3 aso

82: 51udU 4 ASY

88: 51udu 4 ASY

92: 51usu 3 Sy

95: 1uou 1 asy
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uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

3. nmsasiwmsivanud (Frequency Table)

| azuuu | drwounsy |
| e | luaisiod, 1s1ndavntuuunazdiusunsSanudas
| azuuudsinplugadoya uonoind, awrsniiuAdALIAD
| udaonoiunazav (cumulative frequency) K3anowd
| duwus (relative frequency) lacwasiwdeonisvoomis
| 31AS1:K

|

los Adrumansiorsd as. Ugwost dvilisw
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uni 4

4.2.1 ms3insiknowin (Frequency Analysis)

msasimswanud (Frequency Table)

GBLER msal§'|oc!'|s1\m:r|ur‘l= (Frequency Table): {umu python : lumuw Python, aruawnsalslausis Pandas ido
asrmswanunlahems tfadrogromsaswmsionanunlaslsd Pandas:

doadhon 4.1 dolWa :
Lec04_01_frequency_table.py

scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82] / ludoodrod, 151 75\
pd.DataFrame 1Waas$1y DataFrame
o91ndoyan:zuuu. oa1nlu, 1s113
value_counts() daliunswdzasuda:
a:uuuua: reset_index() Aalasu

frequency_table = df['a:uuu’l.value_counts().reset_index() index 1@unaduii. lumsiga, 1s1kua
frequency_table.columns = ['a:uuu’, ‘91usunso’] gonoavilkiinazuaasmsivaoud.

\_ %

import pandas as pd

df = pd.DataFrame({'a:uuu’: scores})

print(frequency_table)
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uni 4

4.2 4.2.1 ms3iasizinown (Frequency Analysis)

3. msasiomsivanud (Frequency Table)

import pandas as pd doadon 4.1 dolWa :

LecO4_01_frequency_table.py

|

scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]

— = = =" — —_— e — —=
L Bl E c [ 1R
LA

COMSOLE TERMINAL
df = pd.DataFrame({'a:uuu’: scores})
; - PS C:\AppServiwww\Python DataMining» & C: /U5

| ‘ | REL RS
frequency_table = df['a:uuu’]l.value_counts().reset_index()

a 82 4
frequency_table.columns = ['azuuu’, 'S1usunss’] t r :

3 a2 3
print(frequency_table) 4 95 1

PS C:\AppServiwww'Python DataMining>» I
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Lec04_Frequency_table.py > ...

PROBLEMS

PS D:\Data Mining Project> & C:/Users/ASUS/AppData/Local/Microsoft/wWindowsApps/python3.11.exe d:/Data Mining Project/Lec@4 Frequency t
PS D:\Data Mining Project> & C:/Users/ASUS/AppData/Local/Microsoft/WindowsApps/python3.11.exe d:/Data Mining Project/Lec@4 Frequency t
AruuY  nuefe

0
1
2
3
A

PS D:\Data Mining Project> D

82
75
88
92
95

doadon 4.1 dolWa :
LecO4_01_frequency_table.py

import pandas as pd
scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]
df = pd.DataFrame({'@azuuu’': scores})

frequency_table = df[’'azuuu’].value_counts().reset_index()
frequency table.columns = ['@zuuu’, 'd1uuAs9’]

print(frequency_table)

OUTPUT DEBUG CONSOLE TERMINAL PORTS

WO wW a

1
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{&shd0 'pip install pandas’ inodad» Pandas 91n
Terminal K89 Command Prompt {u VS Code.

pip install pandas

asoodaumsdad pandas dasmdo
pip show pandas

PS C:\AppServiwww\siam2dev_net\E_Learning\DataMining\DM Projects»> pip show pandas
Name: pandas

* Version: 2.8.3

Summary : Powerful data structures for data analysis, time series, and statistics
Home-page:

Author:

Author-email: The Pandas Development Team <pandas-devigpython.org»

License: BSD 3-Clause License

Copyright (c) 2088-2811, AQR Capital Management, LLC, Lambda Foundry, Inc. and PyData Development Team
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uni 4

4.2.1 ms3insiknowin (Frequency Analysis)

msaswnsiiacud (Frequency Graph):

import pandas as pd
import matplotlib.pyplot as plt
from matplotlib import font_manager

font_thai = font_manager.FontProperties(fname="C:\\Windows\\Fonts\\tahoma.ttf")

scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]

doadhon 4.2 dolWa :
Lec04_02_frequency_graph.py

df = pd.DataFrame({'a:uuu" scores})

frequency_table = df['a:uuu’l.value_counts().reset_index()
frequency_table.columns = ['a:uuu’, ‘91usunss’]

plt.bar(frequency_table['a:uuu’], frequency_table['s1usunsy’], color='skyblue’)
plt.xlabel('a:zuuu, fontproperties=font_thai)
plt.ylabel('s1usunsy’, fontproperties=font_thai)

plttitle(nsiWnouivavn:uuunisnaaou’, fontproperties=font_thai)

plt.show()
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l8shdo 'pip install pandas’ idadad»
Pandas 93n Terminal ks Command

Prompt lu VS Code.
pip install pandas

fmidodadolausis matplotlib
pip install matplotlib
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4.2.1 ms3iasriknowin (Frequency Analysis)

msas1onsnaun (Frequency Graph):

%1 Figure 1 = O X

d29819 nisasivoaisiondlud
(Frequency Table): luniu python : lumwn
Python, samawnisnlslausis Pandas o
asromsivonnwildsisars diodootrons
aswmswnowinlasld Pandas:

tund, IKivasu font_thai 1Tu
"C:\Windows\Fonts\tahoma.ttf“ ksani
au'lus STITEB LT Y amsld "Tahoma" nwwu
andov, uano:nUtymuclumcmmsuaoﬂauu

aseufizasAznuumMIVadAaL

G810 4.2 HolWa :
Lec04_02_frequency_graph.py

U

1.5+

1.0 1

0.5

0.0 T T T T T
75 80 85 90 95
ABLLUY
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uni 4

4.2.1 ms3insiknowin (Frequency Analysis)

msaswnsiiacud (Frequency Graph):

import pandas as pd
import matplotlib.pyplot as plt
from matplotlib import font_manager

font_thai = font_manager.FontProperties(fname="C:\\Windows\\Fonts\\tahoma.ttf")
scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]

doadhon 4.3 GolWa :
Lec04_03_frequency_LineGraph.py

df = pd.DataFfarﬁe({'n:uuu': scores})

frequency_table = df['a:uuu’l.value_counts().reset_index()
frequency_table.columns = ['azuuu’, ‘51usunso’]

plt.plot(frequency_table['nzuuu'l, frequency_table['s1usunss’], marker='o", color="skyblue’)
plt.xlabel('azuuu’, fontproperties=font_thai)

pltylabel('siusunsy’, fontproperties=font_thai)

plttitle('nsiWaownvavn:uuunmsnaaau’, fontproperties=font_thai)

plt.show()
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uni 4

4.2.1 ms3iasriknowin (Frequency Analysis)

msas1onsnaun (Frequency Graph):

IR [T 65 £ [0 dooshon 4.3 HalWa :
import matplotlib.pyplot as plt LecO4 03 f LineG h
from matplotlib import font_manager ecu4_uUgs_Trequency_Lineuraph.py

font_thai = font_manager.FontProperties(fname="C:\\Windows\\Fonts\\tahoma.ttf")

scores = [75 82 88 92 75.82. 88 95 82 92 92 88. 75 82] ns1WLdu mnamc‘iaomsulé’aunmN'lﬁtfluw'iumsa (Line
Chart) unufioziluusuniuny (Bar Chart) amuawnsald pltplot()

df = pd.DataFrame({'azuuu® scores}) unu pltbar() lumsasionsin. ddioslfiadooze

frequency_table = df['a:uuu’l.value_counts().reset_index()
frequency_table.columns = ['a:uuu’, ‘51usunsy’]

plt.plot(frequency_table['a:uuu’], frequency_table['s1usunsy’], marker="o", color="skyblue’)

plt.xlabel('a:zuuu’, fontproperties=font_thai)
pltylabel(’5iusunsy’, fontproperties=font_thai)
plttitle('nsidacwdvavsazuuunmisnaaau’, fontproperties=font_thai)

75.0 77.5 80.0 825 85.0 875 90.0 92.5 95.0
ALY

plt.show() $Q=
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

4.2.1 ms3iasriknowin (Frequency Analysis)

msasiwnsinaown (Frequency Graph):

doadhon 4.3 dolWa :
Lec04_03_frequency_LineGraph.py

3.5 1

3.0 1

aukagn nsiiduassluiissvardunuuu udqisilouadulu waonduasuiindu
=

2.0 4

1.5 4

frequency_table = df['a:uuu’l.value_counts().reset_index()
750 775 800 825 850 8.5 90.0 925 950 value_counts()

AEUUY

acs pQz & o:swodoyacu “s1usunse (aowd)” sxnunnlutsslasdalula
Ju']c'r'@aomusi.m:uuu (75, 82, 88, 92, 95)
dotiuardunzuuunldoziduds:viuil

1.0
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

4.2.1 ms3iasriknowin (Frequency Analysis)

msas1onsnaun (Frequency Graph):

doos1on 4.3 GalWa :
B 2 it LecO4_03_frequency_LineGraph.py

1 Faemunzuuunau plot

2.5

: frequency_table = (
201 df['azuuu’]
.value_counts()
reset_index()
P T P ST rename(columns={index" 'a:uuu’, 'azuuu’; 'S1usunss’})
T - sort_values(by="a:uuu’) # | 1Sgomuazuuu
Réed PQE [ - N
) uassnou plot
plt.plot(

frequency_table['a:uuu’,
frequency_table['d1usunsy’],
marker='o’,

color="skyblue’

S¥unkidovdoya Data Mining (4124305)

los Adrumaasiorsd as. ligwosi dotiivy




uni 4 ms3iasizRdoyaidrandlunuikiiordoya

import pandas as pd
import matplotlib.pyplot as plt
from matplotlib import font_manager

font_thai = font_manager.FontProperties(
fname="C:\\Windows\\Fonts\\tahoma.ttf"
)

scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88,
75, 82]

df = pd.DataFrame({'a:uuu" scores})

frequency_table = df[’
a:uuu’l.value_counts().reset_index()
frequency_table.columns = ['a:uuu’, "S1usunss’]

frequency_table =
frequency_table.sort_values(by="a:uuu’)

S¥ukiiovdoya Data Mining (4124305)

4.2.1 ms3insiknowin (Frequency Analysis)

msaswnsiiacud (Frequency Graph):

plt.plot(

plt.xlabel('a:uuu’, fontproperties=font_thai)
pltylabel('51usunsy’,
fontproperties=font_thai)
plttitle('nsiWacwizovnzuuunisnaaay’,
fontproperties=font_thai)
plt.show()

los Adrumaasiorsd as. ligwosi dotiivy

LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

doadon 4.3 dolWa :
LecO4_03_frequency_LineGraph_01.py

frequency_table['a:uuu’,
frequency_table['51usunsy’],
marker='o’,

color='skyblue’

750 775 80.0 825 8.0 875 920.0 925 95.0

atd Q= (x,¥) = (93.80, 3.900)

P.030 ‘



import pandas as pd
import matplotlib.pyplot as plt
from matplotlib import font_manager

doadon 4.3 dolWa :
Lec04_03_frequency_LineGraph_01.py

font_thai = font_manager.FontProperties(
fname="C: \\Windows\\Fonts\\tahoma.ttf"

¥, Figure 1

scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]

ArvaufaasasuuunTadal

df = pd.DataFrame({'A%uuu’': scores})

frequency_table = df['ayuuu’'].value_counts().reset_index()
frequency_table.columns = ['Azuuu’, '3auuasy’] *
frequency_table = frequency_table.sort_values(by="aAsuuu’)

plt.plot(
frequency_table[ 'Aaguuu’],
frequency_table[ '31uiuasa’],
marker='o",
color="skyblue'

W
&
=
o
=
=

s

plt.xlabel('mAsuuu’', fontproperties=font_thai)

plt.ylabel('ﬁﬁﬂﬁﬂﬂ?ﬁ', fontproperties=font_thai)
plt.title{'niﬂﬂmawnﬁﬂacmauuunﬂsmmaau‘, fontproperties=font_thai) = (x, v) = (93.80, 3.900)
plt.show()




unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

4 mssustushaididosdu

3. msmuszumandiiavddu:

fiuousiiaas (mean), sisssiu (median), siswiiisy (mode), sfMWUUsUsIU
(variance), ua:sindsowumassiu (standard deviation) wweliladoyainvduinsaiiums
ns:o8YavIaya

mssuswushandiloaodu, Tnozwaiiosiiads (mean), slsvsiu (median), uazsigiu
Gou (mode) solushandnldves. dfodragomssiususrandidasdulasidnivy Python ua:
lausis NumPy:
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.1 ms3iasriknowin (Frequency Analysis)

ITIS:-)IS'IS'I:I'i'llf.-I:IIJ..‘.':HUIfI.UUFI:)'II.Il.I= :

ms3ias1zRuassuiisuaciud
mis3nsizkuazssuiisunoun (Frequency  Analysis) iunszusumsildinorinoindlonazuaasdoyaniinis
nsz018dodgy, ANUsINQUoY, uazanvruznandvavdoya. Ufisududauuazinainnldlunisdinasizuazlssuiisundiui:

1. aé’mens*non:nug‘m= (Frequency Table)
2. aswwnsHacnud (Histogram)
3. Jiasikuazlssuingu

-saas (Mean):

-Assgiu (Median):

-mgwiigy (Mode):

-A1n2wulsusau (Variance):

-mdsutdgouasgiu (Standard Deviation):
mis3iasizRuazdsuiisunoundssliisinswwiouusllivuavdoya, saddmoandvasdoya, ua:nsns:018dIyod
Joaua.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.1 ms3insiknowin (Frequency Analysis)

ms3insi=kuazssuiisundui :

import numpy as np

scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]

mean_score = np.mean(scores) : :
print(f'siads: {mean_score}) doo810n 4.3 BolWa :
LecO4_04_basic_Statistic_numpy.py

median_score = np.median(scores)
print(f'sisasiu: {median_score}’)

mode_score = np.argmax(np.bincount(scores))
print(f'siswiisu: {mode_score}’)

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy P.033 ‘



uni 4 ms3iasizRdoyaidrandlunuikiiordoya

5 ms3nsikuazissutisunui

import matplotlib.pyplot as plt
import pandas as pd
from matplotlib import font_manager

font_thai = font_manager.FontProperties(fname="C:\\Windows\\Fonts\\tahoma.ttf")
scores = [75, 82, 88, 92, 75, 82, 88, 95, 82, 92, 92, 88, 75, 82]
plt.hist(scores, bins=10, color="skyblue’, edgecolor="black’)

pltxlabel(‘azuuu’, fontproperties=font_thai)
plt.ylabel('51usunsy’, font.properties=font_thai)
plttitle('Histogram aowdvava:uuunisnaaau’, fontproperties=font_thai)

plt.show()

mean_score = pd.Series(scores).mean()
median_score = pd.Series(scores).median()
mode_score = pd.Series(scores).mode().iloc[O]
variance_score = pd.Series(scores).var()
std_dev_score = pd.Series(scores).std()

print(f'shiads: {mean_score})
print(f'swisasiu: {median_score}’)
print(f'shgwudsu: {mode_score}’)
print(f'sinowudsusou: {variance_score}’)
print(f'shdouibzoassiu: {std_dev_score})

LecO4 : Statistical Data Analysis for Data Mining

4.2.1 ms3iasriknowin (Frequency Analysis)

doogon 4.5 olWa :
Lec04_05_statistic_numpy_compare.py

uuria

Histogram aufizasazwuunisnaaay

uni 4
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unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining

uni 4

4.2.1 ms3iasriknowin (Frequency Analysis)

ms3iasizRua:ssuiigundiud : -
~ doogon 4.5 dolWa :
a Lec04_05_statistic_numpy_compare.py

[UsunsuiozuaaonsiHasuiuazdran
gavdAatlluunIsnaaau luuldnsoi, 139
pd.Series(scores) pnuamdldiNalk Pandas §dn
ﬁUil'aan ) \)ﬂm | Histogram enufiuasezuuunisvaday

W

DEBUG COMSOLE TERMIM:

PS C:\AppServiwww\Python DataMining> & C:/
FILSSN: 84.857142385714286

AalangIu: 85.8

gl 32

AA Uk Iu: 46.9818989018989

A eRaINes §1Y: 6.2428437607332008

PS C:\AppServiwww\Python DataMining> [}

Fururia
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.1 ms3iasizinoud (Frequency Analysis)

6. dood19msIas1zkauid (Frequency Analysis)

doodromsldmsdiasiziaown laun
1) ms3iasizRngdnssumsgovooqusing 1du duilanqusinatseudauinnaa Jusilan

auslhagouounaa 10udu
2) mis3asizisduuumisns:oiggavn:uuudau 1du a:uuudavdsulknjosludoola azuuu

dgouns:oedovnlissidssla 1Wudu

3) misdnsizEanwudsusauzavsimaum wu simaumudsusounntissingla 1Wudu

ms3iasizkanwniduinaiianisdiasizkdoyanugruninoudriinguazius:lusiluns
SIas1tkgayaciog
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

CEEEARHCIREEIEE TR | ] G014 Data Set: wodinssunisdovas

laun v o5
- - = e N° - - > L L C r &} u! | i
1) n-'sal.ﬂs-':H"qc‘nssun-lsuauao Transacti c”stumer a - a - ° ar o &
-l' . — -..'l . _l' — 2 LWE ang aguan Hiadauan s71an ATUIY | IUNHa
using 1su aumianyusinaugugauIn on_ID _ID
] Q e'wﬁﬂoﬁ’ﬁuﬂnm"?adauﬁ’an 1ludiu T0O01 C001 1E 25|uu a1ms 35 2| 1/1/2024
' . ' T002 C002 WU 32| zunile anms 25 1| 1/1/2024
T003 coo1 %8 251 dnau 1329y 20 3| 1/2/2024
€ Fresursudazdiuds
’ . To04 C003 WU 45| pagnvlan uavly 120 1| 1/2/2024
*Transaction_ID : S¥%an15%s
*Gust D Sand TOOS Co04 e 29(uu ams 35 1| 1/3/2024
ustomer_{L) - SUagne ) Too6  |C002  |wele 32|un 211s 35 2| 1/3/2024
WA / 918 : UpyAUSEYINTANERS _ B
" ; Y T0O7 C005 WU 21| PUNVULAEND ams 15 4| 1/4/2024
*AuA1 : YoAuA
*wnIedudn : lidangu T008 co03  |wdle 45| iEa19a waold 55 2| 1/4/2024

*S1A1 : SIANGIDVIUIY
*I1UIU 1 IIUIUNED
“Jufide : JiAsrzringdnssuaua
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2 4.2.2 msdiasizkmsns:018 (Distribution Analysis)

ms3nsi1zinsns:018 (Distribution Analysis) fioa mis3iasizkuaznsudanaawsiu
usyuyay Skewness, Kurtosis, ua: Outliers inowaninylumsidilodnuruzmsns=orvoy
Jola

1. Skewness (n1sQisin1v¥doN1SNS:018)
- Positive Skewness (1Uk21u): Kin Skewness 1Juuan, Uuksmsivdayailinisns:orenidsivinlunivyniiovas

nsn. suaadsiuusliivivainndshiissgiu.
- Negative Skewness (10auud): i Skewness 1luau, UGusmnaivdoyailinisnszorwnilswinlumodgiovos

ns. shiadeiduuslivntiasndismiisusiu.

2. Kurtosis (n1s5an1sns:018d9)
- Leptokurtic (Kurtosis > 3): imsns:o1edauindunkdsoiniisigs (aowns:gugoonsinuin).
- Mesokurtic (Kurtosis = 3): imisnszoradammnunsiiund (nawns:zgugaonsiniiinunsiwund).
- Platykurtic (Kurtosis < 3): imsns:o1adatiozacikdvoiniishas (aowns:dugoonsiniios).

los Adrumaasiorsd as. ligwosi dotiivy
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unn 4 mis3insickdovaidyandluniutkiiovdaua LecO4 : Statistical Data Analysis for Data Mining

uni 4

4.2 4.2.2 msdiasizknmisns:019 (Distribution Analysis)

ms3nsi1zinsns:018 (Distribution Analysis) fioa mis3iasizkuaznsudanaawsiu
usyuyay Skewness, Kurtosis, ua: Outliers inowaninylumsidilodnuruzmsns=orvoy
Jola

msiiJanaans:

- kin Skewness 1uuan: Foyaiduuslivlumosniiovoonsin.
- kin Skewness 1Wuau: dayaiiuusliivlumodisiiovaonsin.

- kn Kurtosis > 3: doyaiimsns:01wdouindusdooinidshao.
- kn Kurtosis < 3: dJoyalimsns:osdatiovasnsdasoniisigo.

- mswo1snn Outliers daslumsasaodaudoyanarodoonismsassodoutiuLiL.

ms3nsizRikartigosliNsas1zRidloanuuzsavdoyauazmsns:0sdovavdoya, a1luds:luailums
Yadulouaznisooumu.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

ADTUKUIBYINMISIIAS1zKNISNS:018 (Distribution Analysis)

ADWKUIBYdIMISIIAS1zKMISNS:018 (Distribution Analysis) uinaiiamsiasi:idoya
idorisUuuuMIsns:018gavdona lagsUuuumsns:orsvavdoya KUBiv AnuuznIsns:019vaddona 13U Ms
ns:01guuUUNd misns:018uUULEIIEU Misns:o1suuun3uiy 1Wudu

ms3asizimsns:o1duinaiamisdiasizkdayadunugrunldlunisasuisanvuznaldvasdoya las

sUuuumisns:ogvavdoyaaisndasliisudlosrdoyadoulknjisrodila dsinraundksalli uazuanonidodu
msdaladsudayationiuazasnlumsiinsizkdayadudolu
mis3nsizkmsns:owawnsaldlanudsyads:inndolasksodoyaus:inndondiw lasdoyads:inndoiay
awnsamisUuvumsns:oreldlasadoununiinisns:orgvesdona 1u ununiuny ununiidu uwuninoIwdazay
Wudu
Jayauszinndonnwawisnkisyuvumsns:osldlasasoununisnsnszorwvovdoya 13u uwuniioonau
uWuniuny Wudu
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uni 4 ms3iasizRdoyaidrandlunuikiiordoya

LecO4 : Statistical Data Analysis for Data Mining

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

n1s3iasi1zknIsns=o18awisnuuvdantduus:inn
choq ladod

msns:01guuudnd (Normal Distribution) 10u
sUuuumisns:orsgasdoyanslu lasdoyaoznszoradoidu
sunsos:dond lasdoyadoulknjozadludoonarovavdona
uazdoyao:ns:orudoliovastiioatK1901ndounarvvasdoya

sUnsogoomsuonuovosianuruzidususziondn i
aswauuIasiuny 2 du Fodsadsogludiusuounu
auuas(diukuvasonaw) uazddouldsovuviassiutdus
UdaoNIsSNs:08YaIToNa uazayAdIuKUYoaUABULNUYDYD
Hulsiv

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

LE PR TR |

i fwanu

nisns:=218uvuudnd (Normal

Distribution)

INoaswidasvdoyaniinisns:018uuy
Undluniv Python, isyaanisnld NumPy ua:
Matplotlib ndow. doludfiadsasvlfianasio =
doyanidnisns:orsuvudnduazuaa inaagu
Histogram swlen = dnadu = dsogm

e 7
I

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy




unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

doadironiIsitasitKuaznisuda
wadawsluudyuwovoo Skewness,
Kurtosis, ua: Outliers, 1s10:1l3laus1s
Pandas ua: Seaborn lu Python
doodio:lddoyanasivoinnisguuuu
Und (normal distribution) ua:znisiau
Outliers

LE PR TR |

Fmid fepany

e 7
I

ATLasE )

giullay = @asu = Weogw
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unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

doodromisiasiziua:msudanadnwslundyuvos Skewness, Kurtosis, ua:
Outliers, 1s10:18laus1s Pandas ua: Seaborn lu Python daeagouo:lgdayanasiooin

msduuuudnd (normal distribution) uazmsiau Outliers
doadromsldnis3nsitiniIsns:019

nms31as1:AsULUUNISNS:018YIA:IlUUEDU 18U azuuudavdrulknjosludaola azuuuasuns:zoradouin
Gosidsvla 1Judiu

Ms31As1:5SULUUNMISNS:018Y99sIMAUM 18U sImAumudsusounniisgiisvla 1Wudu
ms3insiisUuuumsns:01gvavdoyaus:ns 13u Us:einsaoulknjiiorgus:urnuiiala Us:zinsns:=018do

vnlagiievla 1Wudu

los Adrumaasiorsd as. ligwosi dotiivy
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

4.2.2 msdiasizkmsns:018 (Distribution Analysis) - J

doodg10n 4.6 BolWa :

d29819399M1S31AS1:KN1SNS:01Y P T i ———

PartO1  aswdoya Part02 3ias1:Kmsns:019

import numpy as np

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

skewness = df['Data’].skew()
kurtosis = df['Data’]l. kurtosis()

print(f'Skewness: {skewness}’)
print(f'Kurtosis: {kurtosis}’)

np.random.seed(42)

data = np.-random.normal(loc=0, scale=1, size=1000) e e e O sl R

bins=20).value_counts().sort_index().reset_index()
frequency_table.columns = ['529", "91uou’]
print("\\na1s10n210d:)

print(frequency_table)

outliers = np.array([8, 10, -7, -6])
data = np.concatenate([data, outliers])

df = pd.DataFrame({'Data". data})

sns.boxplot(x=df['Data’])

sns.histplot(df['Data’], kde=True) plttitle(Boxplot doua’)

plt.title(Histogram Data’)
plt.show()

plt.show()

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy P.046 ‘



doodhon 4.6 dolWa : LecO4_06_statistic_numpy_compare.py

PartO1l  aswdoya Part02 3ias1:KnIsns:019

import numpy as np
import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

15. skewness = df['Data’].skew()
. kurtosis = df['Data’].kurtosis()

arONPE

17. print(f'Skewness: {skewness})
18. print(f'Kurtosis: {kurtosis}’)

np.random.seed(42)
data = np.random.normal(loc=0, scale=1,
size=1000)

N O

20. frequency_table = pd.cut(df['Data’],
bins=20).value_counts().sort_index().reset_inde
x()

21. frequency_table.columns = ['429', "91usu’]

22. print('\ncmsiaowui’)

. print(frequency_table)

outliers = np.array([8, 10, -7, -6])
data = np.concatenate([data, outliers])

© ©

. df = pd.DataFrame({'Data": data})

. sns.histplot(df['Data’], kde=True)
. plt.title('Histogram Data’)

. sns.boxplot(x=df['Data’])
. plt.title('Boxplot gaya’)

. plt.show() . plt.show()




unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

(129819Y99N1S31AS1:KN1SNS:01Y Naéwé

Histogram Data Boxplot 000000
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msdiasizknmisns:019 (Distribution Analysis)

2981939 9NISIIASI1KNISNS=0¥Y . -
msudanaans

-

owndda8wn 4.6
is1adwdoyanduuvuunddoss numpy.random.normal uaziau Outliers
waaa Histogram idauaaonisns:orsvavdoya
fsiudnuuazudaona Skewness ua: Kurtosis
waaa Boxplot tdouaas Outliers No100:Using

WaanSs:
Skewness uonuaaviionisiiKdugavdoya
Kurtosis uinno1 3 uaaviivanuru: Leptokurtic ndnisns:oradauindusasoindsrgo

21n Boxplot ua: Histogram uaaslkiiu Outliers niishAdwoinsidnduin

mis3insiziuazmsudanadanssdsslfisudloanuuzvosdayauazusudouvumsiinsizidaly

\_
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msdiasizknmisns:019 (Distribution Analysis)
nisdadolausid

2981939 9NISIIASI1KNISNS=0¥Y
Seaborn

3.

)

[ Seaborn

Seaborn 10ulausisdiksumsiounumsuaaowadayanioand (statistical data visualization) lunmiwn
Python. Seaborn gnWcwuduuu Matplotlib (lausismisrioruiunsinuazuwuniolu Python) wdedasslunisasronsini
asgnwuazdaloddrvSumsuaaonadayanmoand.
auauidn Seaborn dasudounazmiinmsuaaowadoyailuidossrvundu soude:

. msdasUuuunsin: Seaborn fisUuvunsiWnasswuazdalad, milksedemsasionsidiidnouiiraulo.

o msdamsdoyandudou: aansadamsdoyanianwdudauldsiadsslonsunliuindouiiv Seaborn.

N\
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msdiasizknmisns:019 (Distribution Analysis)
nisdadolausid

2981939 9NISIIASI1KNISNS=0¥Y
Seaborn

3.

[ Seaborn (da..) ]

* msadvauudoudsand: Seaborn GWondundoslunisioiufudoudsaididunissiusnuuazuaadsnsiWnisns:o1s
(distribution plots), uwunidnaw (categorical plots), ununiinowaunus (relational plots), uazdu q

- mssav$u Pandas DataFrame: Seaborn awisald»usauiiv Pandas DataFrame ldagoauysald, milisedomisiiou
nudayanilasoasi
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.2 msdiasizkmsns:018 (Distribution Analysis)
nisdadolausid

C'I'Oati'IOUGOH'ISf’IﬂS'I:I'i'n'ISl'IS:O'IEl
Seaborn

Seaborn (do..)

J

~

pip install seaborn
pip install seaborn fiasmadsildlumsdadolausis Seaborn wiuno pip (Python package installer). pip 10u

insaviiontdlumsdamsuazdadolausis (libraries) K§aunnino (packages) lu Python
\ J

matplotlib!=3.6.1,>=3.3->seaborn) (4.39.4)

Requirement already satisfied: contourpy>=1.8.1 in c:\users\user\appdata\local\packages\pythonsoftwarefoundation.python.3.18 qbz5n2kfra8pd\localcache\local-packages\python318\site-packages (from m
atplotlib!=3.6.1,>=3.3->seaborn) (1.0.7)

Requirement already satisfied: pillow»=6.2.8 in c:\users\user\appdata\local\packages\pythonsoftwarefoundation.python.3.18 gbz5n2kfra8pe\localcache\local -packages\python318\site-packages (from matp
lotlib!=3.6.1,>=3_3->seaborn) (9.5.8)

Requirement already satisfied: cycler»=8.1@ in c:\users\user\appdata\local\packages\pythonsoftwarefoundation.python.3.1@ gbzSn2kfra8pe\localcache\local-packages\python310\site-packages (from matpl
otlib!=3.6.1,>=3.3->seaborn) (8.11.8)

Requirement already satisfied: tzdata»=2822.1 in c:\users\user\appdata\local\packages\pythonsoftwarefoundation.python.3.18 gbz5n2kfra8pe\localcache\local-packages\python310\site-packages (from pan
das»=1.2->seaborn) (2823.3)

Requirement already satisfied: pytz>-2828.1 in c:\users\user\appdata‘\local‘\packages\pythonsoftwarefoundation.python.3.18 gbzSn2kfra8pe\localcache\local-packages\python318\site-packages (from panda
5»=1.2->seaborn) (2023.3)

Requirement already satisfied: six»=1.5 in c:\users\user\appdata\local\packages\pythonsoftwarefoundation.python.3.18 _gbz5Sn2kfra8pe\localcache\local-packages\python318\site-packages (from python-da
teutil»=2.7-»>matplotlib!=3.6.1,>=3.3-»seaborn) (1.16.8)

Installing collected packages: seaborn

Successfully installed seaborn-8.13.8

1 ] A new release of pip is available: -
1 1 To update, run:
PS C:\AppServ\www\Python DataMining> I
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

4.2.2 msdiasizknmisns:019 (Distribution Analysis)

(129819399N1S31AS1:KN1SNS:0Y

import numpy as np - ] ) . . .
import matplotlibpyplot as plt 29810 4.7 : LecO4_07_Normal_Distributtion.py
mean =0
std_dev=1
sample_size = 1000

Normal Distribution

data = np.random.normal(mean, std_dev, sample_size)
plt.hist(data, bins=30, density=True, alpha=0.7, color='skyblue’, edgecolor='black’)

xmin, xmax = plt.xlim()

x = np.linspace(xmin, xmax, 100)
p = (1/(std_dev * np.sqrt(2 * np.pi))) * np.exp(-0.5 * ((x - mean)/std_dev)**2)
plt.plot(x, p, 'k, linewidth=2)

plttitle(Normal Distribution’)
plt.xlabel('Value’)
pltylabel('Probability Density’)

plt.show()
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doodwi 4.7 HolWa :
LecO4_07_Normal_Distributtion.py

import numpy as np
import matplotlib.pyplot as plt

mean =0
std_dev=1
sample_size = 1000

data = np.-random.normal(mean, std_dev, sample_size)
plthist(data, bins=30, density=True, alpha=0.7, color='skyblue’, edgecolor='black’)

xmin, xmax = plt.xlim()
. X = np.linspace(xmin, xmax, 100)
. p =(1/(std_dev * np.sqrt(2 * np.pi))) * np.exp(-0.5 * ((x - mean)/std_dev)**2)
. plt.plot(x, p, 'k', linewidth=2)

. plt.title('Normal Distribution’)
. plt.xlabel('Value’)
. plt.ylabel('’Probability Density’)

. plt.show()



unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msdiasizknmisns:019 (Distribution Analysis)

3.

ludoodoir:

d29819399M1SI1AS1:KN1SNS=01Y anuUs1INa

do98w 4.7 : LecO4_07_Normal_Distributtion.py

« 13 numpy.random.normal iNoaswdayanduuroinnisnszo18uvuUnd.

* Waaa Histogram idauaaonisns:oigvavdola

* wWaaa Probability Density Function (PDF) saomisns:oraUndiNauaavssvuuvums
ns:01¥

i1 mean ua: std_dev aanisnpnusuidasuiieasronmisns:ownisaadsuazdoutdss
UICasgiuncIvNu.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.2 msdnsitkmsns:018 (Distribution Analysis)

3. 429819Y99N1SI1AS1:KN1SNS:0Y anuUsuma

4 N

nIsns=019LuULdVIaU (Linear Distribution)

misns:018uvuLdolau (Linear Distribution)
WusJyuuumsns:orsvavdoya lasdoyas:ns:0rado
WusUiduasy lasdoyas:iiudunsaaaavasvauiaus

.

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy P.055 ‘

Particulate Levelsin Rainfall

—— Particulate —#—Rainfall

0 mmm/m—m————————————— 8.

il 7
E 110 6.0 o
X 1o so £
5 =0 X e
& &0 sp £
E i 2 2

20 J

{ 0.0

1 \ A I‘: ) R o ‘F:ﬁ kg . ) m'-‘\
!

/ N1SNS=18UUULBYLdU




unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

4.2
3.

import numpy as np
import matplotlib.pyplot as plt

d29810399MSI1AS1:KNISNSED1Y

do981v 4.8

start=1
end = 10
sample_size = 1000

data = np.linspace(start, end, sample_size)

e
=

@

=

o

[=]
=
=
=

]
E=]

g
a

plthist(data, bins=30, density=True, alpha=0.7, color="skyblue’, edgecolor="black’)

plt.title('Linear Distribution’)
plt.xlabel('Value’)
plt.ylabel(’Probability Density’)

plt.show()

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy

4.2.2 msdiasizkmsns:018 (Distribution Analysis)

nsSIALUNY

LecO4_08_Linear_Distributtion.py

Linear Distribution

o
=
o

e
o
=]

o

(=]
o

e
(=]
B

g

o
]

nmisns=o1euuvudnd

P.056 ‘



. import numpy as np G080 4.8
- lmport matplOthb PYPlOt as plt Lec04_08_Linear_Distributtion.py

: start 1 R
. end =10
: sample size = 1000

-

: lau
: data = nplmspace(start end, sample size)

. plt hlst(data blns-30 denSIty-True alpha=0.7, color='skyblue’, edgecolor="black’)

NMKUQS1¥as1d8QNS ‘

10 plt tltle( Llnear Dlstrlbutlon)
11.plt.xlabel('Value’)
12.plt.ylabel('Probability Density’)

13.plt.show()




uni 4 msaasi:kisvaitdoandluniuikiiovdiona LecO4 : Statistical Data Analysis for Data Mining

(129819Y99N1S31AS1:KN1SNS:01Y

4
ﬁsns:owuuun:‘aum (Binomial Distribution) \

nisns:=o1uvunduily (Binomial Distribution) 10u
sUuuunisns:o1svavdoya lasdoyas:ns:oradaluaadnguinig
Nu 1u waawsgaomsudrduin wWudu

asu

ms3iasiimsns:omduinaiinms3insizRdoyanugiun
nowdrnnyuaziius:logilumsiiasizRdayadiog lassduvums
ns:o1gvavdoyaamnisndasliisuinlodnuuznolvesdoya ua:

@nsnu"ﬂtl'lz'irhms:'>ms1:ﬁﬁaqa§uciald /

4.2.2 msaiasizkmsns:018 (Distribution Analysis)

Binomial Distribution

uni 4
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.2 msdiasizknmisns:019 (Distribution Analysis)

d29819Y9d9N1SIASI1KNISNS:01¥

import numpy as np 429810 4.8 : Lec04_08_Linear_Distributtion.py
import matplotlib.pyplot as plt

from scipy.stats import binom

Binomial Distribution
n=10
p=05

data = np.arange(0, n+1)
probabilities = binom.pmf(data, n, p)

plt.bar(data, probabilities, color="skyblue’, edgecolor='black’, alpha=0.7)
plt.title('Binomial Distribution’)
plt.xlabel('Number of Successes’)

pltylabel('’Probability’)

plt.show()
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msaiasikndwaunus (Relational Analysis)

1. ANUKUIBYaIMSIIAs1:kAUAUNUS (Relational Analysis)

nis31as1:knowduwus (Relational Analysis) 1ukdoluinaiinidoandn
(Ginafinvinaziins1thno1udunuss:kd1vdouuskdadodSalugadoya.
aowduwusiawisnidululalusduvudio q 13u AswduAuSUIN, A2WEURUS
au, KsalliiinoWwduWus.

‘
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unn 4 mis3insickdovaidyandluniutkiiovdaua LecO4 : Statistical Data Analysis for Data Mining

~ - unn 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

AUKMIBYaIMsIIAs1zKkANUaUNUS (Relational Analysis) do..

ms3iasizinoiudunus (Relational Analysis) iukidsluinatisidoandanldinofinuinaziinsizi

acwduWuss:kIdoudsksadodialugadona. anwduiusiansaduldlélusyuvudio q 13u aowduWusuon,
aswdunusau, kaliiinoudunus.

1)
2)
K)
4)

b4

Gewgodnnudunuss=ki1vdudsansanldlaslddodsanoaiduiods=nis Fodordsaniino=lFiidaou:

andaunus (Correlation):
misnadauauvuydsiu (Hypothesis Testing):
ms3insithldoldau (Linear Regression):
ms3nsizianuudsdsou (Variance Analysis):
ms3iasizEnudunNusidanuszarakarads=mis 13U Msmiug, msdanmisuazusudsonszuounsniogsno

, k$omssiumiUodsinawisnasuiznduulsusougavdrudscnuld
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

[ 4 L _J ~

4.2.3 msdiasizknnuaunus (Relational Analysis)

Us:inngaomisiinsi:kadwdunus (Relational Analysis)

1) akduwus (Correlation): 1Wludagsanldsanoudunuss:kirodoudsninisidasundaowsau q fiu las
[BanduWus. shasdunusadludoo -1 v 1, las -1 uaaodivaswduNusavnavysni, 1 uaaoiivacuduwusuonn
auysni, ua: 0 udasioliinowdunus.

2) misnadauawydsiu (Hypothesis Testing): msnaasvavudigiuduinaiinnldaidinonaaou
awduNuSs:kIwdduls luvronsai, msnadovavudgiuanisavaniivniiksaliiinowduwus

3) ms3ias1:Kidoidu (Linear Regression): iuinadanldinasiasizinoiunduiuss:karodoulsdunazdo
wdsonw lagwsnawlitiduasoniniudoyalidnaga.

4) ms3asizianuuldsusau (Variance Analysis): iumis3iasizimsudsusaugasdondsauluvsun
gavdoudsdu odoslumsinoudilofiomsns:orsvavdoya.
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

1 akdunus

asdunus (Correlation) _
(Correlation)

3.

1 andunwus (Correlation)

udaidumuilnesn "aowaduwus" Ko "nmisINgINU" KYHY ANAUWUSSEKIN1VADVFD
kSoauanntudnidanuingodoonunsaliiodls lasnnwdunusdonaroorokeionouduwus
13oUsuitu (quantitative relationship) KSaaowdunWusIFoaunin (qualitative
relationship)

Y (X —X)(Y;-T)
VI (X-X)2 Y (YY)

n X; uay Y; Aarrnavédivlssunaydrvudsanuludran i i, X uay Y daradauasdn

wilseunazdiulsay, uay Y  wunafunaTIN.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

akduwus (Correlation) 1 andunus
(Correlation)

3.

akduwus (Correlation) 1ludaganwaidnldsanoudunuss:k3doulsaoddd Janonuinesdoouazisinioyod
A WFUWUSS:KIwEIUUsUU q Fandwdunussduusliividasundasluwsaunuksaly uazluisniolathe.
misSaakdunwusldsinisensi "siandunus” (Correlation Coefficient) doiinunudssdyanuni "r". shasdunusiisiszkano -
1dvo 1

« 1 r =1 uaavdvadwduWusuoniauysni kSenowduWusuvuiduassuoninavysni doudsduiindu doudsnuiiAngu.
¢ r = -1 uaavivanwdunusauiauysai KSonowduNusuuuIduassaviauysal mddulsduiAngu doudscunaaa.
a1 r = 0 ugavioliiinowduWusmoiduasss:k3rodoudsaardd

siakduausanisasiuouldonugas Pearson Correlation Coefficient doir:

r=2(Xi-X")(Yi-Y 7)2(Xi-X")22(Yi-Y ~)2r=2(Xi-X ")22(Yi-Y )2

2(Xi-X")(Yi-Y ")

i XiXi ua: YiYi Aoshgoodouusduuazdoudsonuludoosion i, X X~ ua: Y Y~ fesuadsvoodoudsduuazdoudscnu, ua:
22 Kghowasou.

msm3asikakdunusdoslfisuilouusllivuazaswdunuss:kdwdaya soiius:lvsilusaradiu 1du msdiasik

daya, msing, KSomsasaodavauudgiuluniside
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

3. auduwus (Correlation) 1 aKdunus
(Correlation)

mu Python, aruawnsnldlausis numpy K pandas uiashuotu correlation s:k31wdoudslasie q doeghaidu:

import numpy as np

# aswiayadoog 42081 4.9 : Lec04_09_Correlation_numpy.py
x = np.array([1, 2, 3, 4, 5])

y = np'arraY([21 41 51 41 5]) o

" PROBLEMS QUTPUT DEBUG COMSOLE TERMINAL PORTS

# ﬁ'IUON COrrelation coeffiCient Correlation Coefficient: B.??4%9§6692414834
correlation_coefficient = np.corrcoef(x, y)[O, 1] P C:\AppservisuinFython Dataining>

.
PS C:\AppServiwww\Python DataMining» & C:/Users/User/AppData/ Locaﬂ

- /'//

print(f"Correlation Coefficient: {correlation_coefficient}")
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

3. axduwus (Correlation) 1 aKdunus
(Correlation)

mu Python, aruawnsnldlausis numpy K pandas uiashuotu correlation s:k31wdoudslasie q doeghaidu:

import numpy as np

do98 4.9 : Lec04_09_Correlation_numpy.py
# aswdayadoasnv yaa: 20 dd
x = np.array([1, 2, 3, 4,5,6,7,8,9,10,11, 12, 1 9, 20, 21, 22, 23, 24, 25))
y = nparray([2, 4,1, 5, 7, 3, 8, 10, 6, 12, 9, 15, 1 4,21, 25, 23, 19, 17, 13))
# sihwuoru correlation coefficient

correlation_coefficient = np.corrcoef(x, y)IO, 1] e L e

PS C:\AppServ\www\siam2dev_net\E_Learning\DataMining\DM Projects> & C:/

84 dm Correlation_numpy@l.py

print(f"Correlation Coefficient: {correlation_coefficient}") correlation Cosfficient: o.s653846153846154

PS C:\AppServ\www\siam2dev_net\E_Learning\DataMining\DM Projects> []
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

auduwus (Correlation) L SR
(Correlation)

3.

mu Python, aruawnsnldlausis numpy K pandas uiashuotu correlation s:k31wdoudslasie q doeghaidu:

x = nparray([1, 2, 3, 4, 5,6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25])
y = nparray([2, 4, 1, 5, 7, 3, 8, 10, 6, 12, 9, 15, 14, 11, 18, 16, 20, 22, 24, 21, 25, 23, 19, 17, 13])

dm_correlation_numpy01.py > [#] x

import numpy as np

4 X
y

np.array([1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 2
np.array([2, 4, 1, 5, 7, 3, 8, 1@, 6, 12, 9, 15, 14, 11, 18, 16, 20, 22, 24, 21, 2

correlation_coefficient = np.corrcoef(x, y)[0, 1]

print(f"Correlation Coefficient: {correlation_coefficient}") n'|szﬁ"o1u numpy

do08 4.9 : Lec04_10_Correlation_numpyO1.py
Correlation_Coefficient: 0.8653846153846154

PS C:\AppServiwww\Python DataMining> & C:/Users/User/AppData/Local/Microsoft/WindowsApps/python3.1@.exe c:/AppServ/www/Python_DataMining/dm_correlation numpy@l.py
Correlation Coefficient: ©.8653846153846154
PS C:\AppServiwww\Python DataMining> |:|
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

auduwus (Correlation) L SR
(Correlation)

3.

mu Python, aruawnsnldlausis numpy ke pandas uia j1ustu correlation s:x310doudslasre q doegroidu:
msi{dvu numpy

: t (2081 4.9 : LecO4_10_Correlation_numpy_noise.py
import humpy as np Correlation_Coefficient: 0.8653846153846154

# aswdoya x ua: y nuanconu
x_data = np.arange(1, 21) # asivarqudoias 1-20 d&KSu x . _
y_data = x_data + np.random.normal(0, 3, 20) # a3 y lasiAv noise Auandivnu

PROBLEMS OUTPUT DEBUG COMSOLE TERMIMAL PORTS SERIAL MOMITOR

# shuoru correlation coefficient . . i .
) .. PS C:\AppServiwwwi\siam2dev net\E_Learning\DataMining\DM Projects> & C:/
correlation_coefficient = np.corrcoef(x_data, y_data)[0, 1]  eces 10 correlation_numpy_noise.py

Correlation Coefficient: @.8458668237596806
PS C:\AppServiwawsiam2dev net\E Learning\DataMining\DM Projects> & C:/
. - . = . . = ecdd 18 Correlation numpy noise.py
print(f“Correlation Coefficient: {correlation_coefficient}”)  correlation coefricient: o.9550240240477908
PS C:\AppServiwww\siam2dev net\E_Learning\DataMining\DM Projects> & C:/
ec@d 18 Correlation numpy noise.py
Correlation Coefficient: @.9886136213948324
PS C:\AppServiwwwisiam2dev_net\E_Learning\DataMining\DM Projects>
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

1 asauwus
(Correlation)

3. asdunus (Correlation)

mu Python, aruaswisnlslausis numpy kSa pandas iNasiowu correlatio= ~—=-=» - S-snt=T¥fon o Sonctocotn

elation_numpy03.py > ..

import numpy as np

import numpy as np 3
list(range(1, 21))
[-2*x + 3@ for x in x]

x
I

x_data = list(range(1, 21))
y_data = [-2*x + 30 for x in x_datal

correlation_coefficient = np.corrcoef(x, y)[@9, 1]

print(f"Correlation Coefficient: {correlation_coefficient}")

correlation_coefficient = np.corrcoef(x_data, y_data)[O, 1]

] n u u u . u u u 1] PROBLEMS ~ OUTPUT  DEBUGCONSOLE  TERMINAL  PORTS  SERIAL MONITOR
p rl n t(f C o r re la tl o n C o e ffl CI e n t- {Co r re latl o n — co effl CI e n t} ) PS C:\appServ\www\Python DataMining> & C:/Users/User/AppData/Local/Microsoft/windowsApps/python3.10.exe c:/AppServ/www/Python DataMining/dm Correlation numpye3.py
Correlation Coefficient: -1.@

or cient: -1.
PS5 C:\AppServ\www\Python DataMining> l

misl&ou numpy
doa81v 4.9 :
LecO4_10_Correlation_numpy_noise02.py

PROBLEMS OUTPUT DEBUG COMSOLE TERMIMAL PORTS SERIAL MOMITOR

PS C:\AppServiwww\siam2dev net\E Learning\DataMininghDM Projects> & C:/fUse
ecBd 18 Correlation_numpy noise@2.py

Correlation Coefficient: -1.@

PS C:\AppServiwaw'siam2dev net\E Learning\DataMining\DM Projects: I
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uni 4 ms3iasikdoyaidrandluniukiiosdoya
- ‘[ l‘[ ™ O R
gvlulauitgs numpy

DEBUG COMSOLE TERMIMNAL PORTS SERIAL MOM

PS C:\AppServiwww\siam2dev net\E_Learning\DataMining\DM Projects»> & C:/Users/User/AppData/Local/Microsoft/WindowsApps/python3.18.exe c:/AppSe
ecdd 18 Correlation numpy noise®2.py
Traceback (most recent call last):

File "c:\AppServiwww\siam2dev_net\E_Learning\DataMining\DM Projects\lLec84 18 Correlation_numpy noise@2.py”, line 6, in <module>
correlation coefficient = np.corrcoef(x data, y data)[e, 1]
NameError: name 'np’ is not defined
PS C:\AppServiwww\siam2dev net\E_Learning\DataMining\DM Projects> I
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

1 akdunus

asdaunwus (Correlation) _
(Correlation)

3.

mu Python, aruawnsnldlausis numpy K pandas uiashuotu correlation s:k31wdoudslasie q doeghaidu:

Correlation coefficient ﬁ’_ﬂmlc‘ié'uﬁa 0.7745966692414834 uaasiivnauduNususniiinoiuiduvaa (positive
correlation) s:k319dauUsisuatu (9100:10u x ua: y ludragrodouu).

/  PROBLEMS OUTPUT DEBUG COMSOLE TERMIMNAL PORTS
m correlat")n COEfflClent UAISIHOD 1 v 1 PS C:\AppServiww\Python DataMining» & C:/Users/User/AppData/Local
Correlation Coefficient: 8.7745966692414834
- u - - = - . = - = PS C:\AppServiwww\Python DataMining>
lTIﬂ'IIﬂUUOh, LHLaQonDoNUAUWUSUIN MUINJULLEQYAULITUYIQUINTU.

\

nduau, udavriivnduduwusau swndunaasnduidussavindu
1s10u 0, uaaoliinowduwus.

ﬁ
ﬁ

luid, s correlation coefficient iisihwuon 0.77 Souaasiionduduwusuonuazinoiuidussauin. dudaduides x 1Ry,
f1 y Guusliu tend Aozmududsrgnniuirozdugy.
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unn 4 mis3insickdovaidyandluniutkiiovdaua Lec0O4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2
3.

4.2.3 msaiasikndwaunus (Relational Analysis)

1 asauwus
(Correlation)

andaunwus (Correlation)

sduus:ansandunus (correlation coefficient) dshags:kdmo -1 fv 1 lowshduus:ansakdunusiuuon Kneio
nodavdviinowadunusluisimoidGesnu 13u luas.nuaclﬂtgtg'laouu AtllUUdDUND:godudIY shduus:ansakdunusiduau Ko
noaavaviinowduwusluismoasonud 13u 1earukniigodu acwdunozanas hauus:ansakduwusinnu 0 Ko nodod
Foluinaowauwusiu

fduuszansakdunus 0.7745966692414834 10umduus:ansandunusidouoniiaouin KNBio Noaovaoil
acwduWusluismoideonuagwiilivarirynvand losshduus:ansasdunusdogouinimilks a2 wduWuss:kIwNvaavFINHY
udounsounguririiu
doodrwmsdndusiduds:ansandunus 0.7745966692414834 laun

A2 WAUWUSS:KIWs:GuadUynnaazuuuaay: s:duaddnynniinoiwduwusosronniuazuuuaau lasdniSeuniis:du
adalnyngoosiinzuuuaaugonatiniSsunis:auaddynyic

A2 WdUWUSs:KIWUSNuHutazNandandmsinuas: UsSuuiduiinowduWusasgouiniunanaamonisinuas las
WunAdUSnuihAugoozinandanomsinuasgon3wunnidusuiutdud
agwlsicnu Fodriyndoomoristunlumsdnniusiduls:ansandunus fo acnwnndovyovdoyanidsiusumduls:ansakdunus
Kindoyailinoiwazidsadoundoiondas waawsildorolinndavcunoiuduosy
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

1 asauwus
(Correlation)

andaunwus (Correlation)

import pandas as pd

# aSwdoyadoodiolu DataFrame
data = {'x" [1, 2, 3, 4, 5], 'y" [2, 4, 5, 4, 5]}
df = pd.DataFrame(data)

misldou pandas
dooadi1v 4.10
LecO4_10_Correlation_pandas.py

# fuoru correlation coefficient
correlation_coefficient = df['xl.corr(df['y'])

JUTPUT DEBUMG COMSOLE TERMIMAL PORTS

PS C:\AppServiwww\Python DataMining» & C:/Users/User/AppData/Local /Mi

print(f"Correlation Coefficient: {correlation_coefficient}") Correlation Coefficient: ©.7745066692414334
. PS C:\AppServ\www\Python DataMining> ||

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy ‘



unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

2. msnadauauydigiu

msnaaavauytigiu (Hypothesis Testing) (Hypothesis Testing)

nisnadoavauuydgiu (Hypothesis Testing) Juns:usumsnwaddnldineassodou
auydsiutngsnuatnisIilaasSyavUs:3Ins KSalNaQI A ILLAN VD UYEINTYSEKIIINGU
naaaviiungunouauksali

ns:usumsnadauauvydsiuds:naudssduaaudalUi
nukuaauydsiu (Hypotheses):
ldans:aultsdnty (Significance Level):
aumiandnadau (Test Statistic):

dadulo (Make a Decision):

nimisus:udsawa (Draw a Conclusion):
ninmsasy (Conclusion):

oOg~wWMhH
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2
4.

ns:usumisnadavauydgiudsznoudasduaaudalyi:
1. masuaavydsiu (Hypotheses):
- auydigruingndav (Null Hypothesis - HO): no:mkuasliimsiaguudaoksoliinans:nu laslddnyanuni HO
- auydigriunaaau (Alternative Hypothesis - H1): mnxuasiimsiasuudasksdaiinans:nu laslddnyanuni H1
2. \dans:aultisanry (Significance Level):
- staulisdriry (Significance Level) s:uacwwidgoigousulumsmiiiswnaawsidu "Glsdrfiy” (reject the null hypothesis). s:aunaly
nldso 0.05 Ko 5%
3. aumandnaaau (Test Statistic):
- musuKiaidnadauoindayaniiod
4. dadulo (Make a Decision):
- shaftdnadouaguanvauwaimkuagavavydgiungndos (Critical Region), o:nimsufjlasavudgiuigndas (HO) ua:seusuavydgiu
naadau (H1)
- Mfmandnaaavagluzauwainndev, o:liawnsnljiasavudsiungndas (HO)
5. nimisUs:uoana (Draw a Conclusion):
- iimsasUwaansvoomsnaaau, siiiksaliiikanguidgowano:ufjiasauydigiungndo
6. iimisasy (Conclusion):
- dsUwaansuazdnduKuIgyaINIsnadau
doodonlinwuiiomsnadavauudsiuineonuaiads, Jadou, KSon0UdUWUSs:KIVGoUUsHY 9 lundudona

4.2.3 msaiasikndwaunus (Relational Analysis)

misnadauauydsiu (Hypothesis Testing) 2. msnadouauyGgu
(Hypothesis Testing)
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unn 4 mis3insickdovaidyandluniutkiiovdaua LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

4. msnadavauudsiu (Hypothesis Testing) 2. msnadouauligiu
(Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc . _ j
naaou t-test lumw Python dsslausis scipy.stats:

import numpy as np

from scipy import stats ms'lu\nu pandas

o981 4.11 : LecO4_11_Hypothesis_scipy.py
np. random seed(42)
sample_experiment = np.random. normal(loc-25 scale=5, size=30)
sample_control = np.random.normal(loc=20, scale=5, size=30)

t_statistic, p_value = stats.ttest_ind(sample_experiment, sample_control)

alpha = 0.05 T T TP

c s A r UBLE U DEEUG COMSOLE TERMIMNAL PORTS SERIAL MONITOR
print(f“t-statistic: {t_statistic}")
print(f“P-value: {p_value}") PS C:\AppServiwww\siam2dev net\E_Learning\DataMining\DM Projects> & C:/
if p_value < alpha: ecd4 11 Hypothesis spicy.py

print("Reject the null hypothesis”) t-statistic: 3.9462798956816884
alse: P-value: ©.8882169257854775561

Reject the null hypothesis

print(“Fail to reject the null hypothesis”)
PS C:\AppServiwww\siam2?dev net\E Learning‘\DataMining\DM Projects>» I
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. unil 4 ms3iasizRdoyaidoandlucnuikiiosdoya Lec04 : Statistical Data Analysis for Data Mining

e luddrodoi auydgiuio (H,) fio:
* H,: sadsgoondunaaovuaznduasuguiminu ko

* Ho: liinowuandiovossinadss:ksrondunaaasuazndunouau

* 3SUNYLINULAY
* auudgiusw (Ho) Wushinaroivensn lidnowuandio ke lilimans:nu s:k3rwasonduiisimasssuiiisu
* auydgunwiden (H,) fa: H,: suadsveondunaaasuazngunsuguuandionu

* doog10luusunil
* ndunaaav (sample_experiment) Gsinadsus:uiu 25
* ndunounu (sample_control) dsnadsus:zu 20
* KInauydigiusw (Ho) 1Wuosy o:kmencus anuwuandwitiadulasdodny (lidlisasingmoand)

e Waaws

« 1lov01n p-value iishtiauns1 0.05 (s:dulivarvinyiimrkuald) 1s13oUijias H, dokusnniud siadsgoonodaoaonguiinoiu
uandivnuagwidusaranynivand
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

4. msnadavauudsiu (Hypothesis Testing) 2. msnadouauligiu
(Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc
naaou t-test lumw Python dsslausis scipy.stats:

import numpy as np
from scipy import stats

mislgoiu pandas

o981 4.11 : LecO4_10_Hypothesis_scipy.py
np.random.seed(42)
sample_experiment = np.random.normal(loc=25, scale=5, size=30)
sample_control = np.random.normal(loc=20, scale=5, size=30)

t_statistic, p_value = stats.ttest_ind(sample_experiment, sample_control)

alpha = 0.05
print(f"t-statistic: {t_statistic}") PROBLEMS  QUIPUT  DESUGCONSOLE - TERMINAL - FORTS SR MONTTOR |
print(‘i("P-value: fp_value}") PS C:\AppServiwuw\Python DataMining> & C:/Users/User/AppData/Local/Microsof

t-statistic: 3.9462798956816884

if p_value < alpha:
o ur o P-value: ©.0082160257854775561
print("Reject the null hypothesis") e es b ol e

else: . PS C:\AppServ\waw\Python_DataMining> [
print(“Fail to reject the null hypothesis”) \
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

4. msnadavauudsiu (Hypothesis Testing) 2. msnadouauligiu
(Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc
naaou t-test lumw Python dsslausis scipy.stats:

ludoegoi:
ndunaaay (sample_experiment) pnadivonmsdudoyaoinmsuonudsundnisnadsamandominu 25.
ndunounau (sample_control) gnasiwoinmsdudoyaoinmsuonuosUndnisiiadsnmandomiiu 20.
nadavauudgiuniwnisdoe t-test &iSumsnaaauncuuandiolusinadss:k3wngw.

R msl#owu pandas
Wwaawsnawany. &oo819 4.11 : dm_Hypothesis_spicy.py

t-statistic: ayandnaaau t.

P-value: si1 p-value nldoanmsnaaavu.

assodauno=ufasavudisiuksoliilasilssuiisu p-value nus:Gulsdinty (alpha). i p-value < alpha, o:Ufjias

auuydasiu.

PROBLEMS QUTPUT DEBUG COMSOLE TERMIMAL PORTS SERIAL MOMITOR

PS C:\AppServiwww\Python DataMining> & C:/Users/User/AppData/Local/Microso
t-statistic: 3.9462798956816884
P-value: ©.8082169257854775561

Reject the null hypothesis

PS C:\AppServ\www\Python DataMining> [}

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy P.078 ‘



unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

2. msnadauauydigiu

4. msnadevauydgiu (Hypothesis Testing) (Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc
naaou t-test lumw Python dsslausis scipy.stats:

doagvyavnmisnadauauydsiu 1su

auydsusEnuKkokivdoomsnadouswaanturilkiizosusinduiius:an5nINgonIIWAaNUITOIUS BN UTD
kSalu lasrisuaauydgriusaniwaanuilkuiils:ansnwinunaanuizgoousinguds uazauydgiunioidandn
nacnuhilkuiUs:ansmwgonnaaiunizoousinguds Kinwamsnadouauudgiunusmandnlaisiuinnan
sanddnna uaavwaanunlkizoousiniius:ansmngondwaaiuizoousingudy

auydisnssuiadoomsnadousisnaadssislavesus:nnsluds:inaduanasoindinmiun lasrikuaauudgiusan
Jimnadgsieldvavds=snsimnudnsiun uazauydisiunvidannsiadssisldvasus:snsacavsondinriiumn KIn
wamsnhadavauyfisiunwunsandnlaisiiosndisadddnna uaasdsnadssiwldvosus=sinsluds:insiiuanas
anUnsum
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

4.2
4. msnadavauudsiu (Hypothesis Testing) 2. msnadouauligiu
(Hypothesis Testing)

do9819 msnaaavavudsiu (Hypothesis Testing) lumuilnwsau lasdaesioiilunisnadavanydagiuingonumiaasygoonauadosd lagld
naaau t-test lumuw Python dsslausis scipy.stats:

doagvgavnisnadauaunydisiu 1su
auudsiusGnukokiodoonmisnadausindanunilkiizeousindulus:ansningondwaanmun
goousunsudonsali lasrkuaauydsiukaniiwaanunlkiius:ansnawiinunaantuioad
uSUnsudy uazauydgriumoidonwaaiunlkuiius:ansnINgonWaauizoousSEnguds KIn
wanmisnadavavudisiunusisandnlaisiwinndsadddnga uaavwaantunlkivasuseni
Us:anSnmmWaondWaanungasusunguyy
INonadavanyfisiumoandlunsnindoomsassodoudiwaanuilkiius:ansningonn

NAaNuivavuUsSEngudy, aruawsald scipy.stats 1non t-test 4. Gfadoaswlfianosurs
nstus2uUNISavnald
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

4. msnadavauudsiu (Hypothesis Testing) 2. msnadouauligiu
(Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc
naaou t-test lumw Python dsslausis scipy.stats:

import numpy as np ms(3o1u pandas
from scipy import stats do98w 4.11 : Lec04_12_Hypothesis_spicy02.py

new_product = np.array([25, 28, 30, 22, 32, 27, 29, 31, 26, 30])
competitor_product = np.array([22, 20, 28, 18, 30, 25, 20, 29, 23, 28])

t_statistic, p_value = stats.ttest_ind(new_product, competitor_product)

‘ / PROBLEMS  OUTPUT  DEBUG COMSOLE  TERMINAL  PORTS  SERIAL MONITOR
alpha = 0.05
p PS C:\AppServiwww\Python_DataMining> & C:/Users/User/AppData/Local/Microsoft/WindowsApps/python3.18.exe
1l Anshmds 1w Thos: riathelwihlzAvEmyesmneiathedino s S
PS C:\AppServiwww'\Python_DataMining> I

if p_value < alpha:
print("Uflasavudsiuidoodu: maanmunlkyius:ansnInaonsIwaaiunyoousBngudo”)

else:
print("sousvauvydgiutdoodu: liikangulumsswaanunilkiius:ansnangonwaanunizoousGnsgudo”)
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. unn 4 mis3insickdovaidyandluniutkiiovdaua LecO4 : Statistical Data Analysis for Data Mining

sanmunaansnusinglu Terminal (Giud1waa) Joasu:
1. s p-value:

NadWwsyoy stats.ttest_ind() uaaosisr p-value iishdnd alpha = 0.05 (s:du
ﬁaa‘h;‘itgﬁﬁmun)

doliu Txangrumvandno: Uflasauuydigiusgud (HO)
2. S1DSUNYNAANS:

[Usunsuuaasdonoiu: "Ufiasauydgiugud: waahunlkuius:ansnngon3waaiuivo
usunguyd"

UuKUIBAIN WAaNRunlky GUs:ansnnwgondwaaiunizoosusengudsluidoandosioil
usdinny
asu.

Namsnoaauuano'lmnumunmuucmmona'lm'g'luds-ansmws sKIWHNAGNUA KU ua:
FEGHTI LTS Inuuaunmﬁ'lﬁuuuuol'uuna =i mmaads.ansmwaonm
OUTPUT DEBUG COMSOLE TERMIMAL

PS C:\AppServ nnnnP ython_DataMining> & C:/Users/User/AppData/Local/Microsoft/WindowsApps/python3.10.exe
1lfjL s Taos: rdadhel e s dvEm v min sdathedno s S

PS C:\AppServiwwnw\Python DataMining> I
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

4. msnadavauudsiu (Hypothesis Testing) 2. msnadouauligiu
(Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc
naaou t-test lumw Python dsslausis scipy.stats:

doagvyaomsnadauauydisiu 1wu
auydsiSsuradoomsnadoudnsiaassislazoousznsluds:insitiuacasondinsum lasrkuaavudgiusan

Jisnadusivlavesus:ninsimnudnsum uazavudsiunvidandisiadssildvesus:sinsaaavoinliriun Kin

wamisnadouauyfisiunusnsandnladsiliosnsishandsnga uaasafnaasesisldvasus:insludszinsiuaaas

9mnUnrum misldou pandas
do98w 4.11 : Lec04_12_Hypothesis_spicy03.py
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

4.2 4.2.3 msdiasizkanuaunus (Relational Analysis)

2. msnadauauydigiu

4. misnadavauydgiu (Hypothesis Testing) (Hypothesis Testing)

d292819 msnaadavauudigiu (Hypothesis Testing) lumwniwsou lasdaedroididunmisnc
naaou t-test lumw Python dsslausis scipy.stats:

_ misldou pandas
import numpy as np doo8w 4.11 : Lec04_12_Hypothesis_scipy03.py

from scipy import stats

income_last_year = np.array([5S0000, 52000, 48000, 55000, 51000, 49000, 50000, 53000, 48000, 52000])
income_current_year = np.array([48000, 49000, 47000, 52000, 48000, 46000, 47000, 50000, 46000, 500001])

t_statistic, p_value = stats.ttest_rel(income_last_year, income_current_year)
alpha = 0.05
if p_value < alpha:

print("Ujiasavudigiukan: siaagsisldvasds:sinsaaasoindnmium™)

else;
print("sousuauydgiukan: lidkangiulumsasiaassislavesus:sinsancasontnsiuu’)
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

ms3ias1:K1501du (Linear Regression) 3. msdinsizKioiEu (Linear
Regression)

S.

ms3ias1:KiBotdu (Linear Regression) uinadamoandnldinesinsizinoundunuss:k310aouls
5as: (Independent Variable) ua:douudsciu (Dependent Variable) fAiinswduwusiduiduass mis
Sins1:ABvdulisanUs:asAinomaumsvaviduasonikurzavndainalfawisaiunesivavdoudsauoins
gavdouusdas:la
aumsuvaoiduasolu linear regression sunuudoi:
y=mx+by=mx+b
lasn:
y fia doudsanw (Dependent Variable),
X fia doudsdas: (Independent Variable),
m 9 a%wdu (slope) vaviduasy,
b f9 sadaunu y (y-intercept).
lumis3iasizRidodu, aumsvaviduasoio:gnusulRikurzavnaanvdsyanidodlasldssnmisvadiiud
1nudoaya (Least Squares Method).
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

ms3ias1:K1501du (Linear Regression) 3. msdinsizKioiEu (Linear
Regression)

S.
G298 1018U

auudsndoudsmnufionzuuuaaumundonnu uazdoudsdas:fiadgrusudoluoniSsumundongu aunisnisnanay
13olduanoiaoil

aznuudau = 80 + 2x

KUIFAIIUI ATLUUFDUMKISINOUVIALTU 2 azuuudadaluoniSsunmundonnu
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

S. ms3nsizKidoldau (Linear Regression) 3. msdinsizKioiEu (Linear
Regression)

dooagromisly linear regression lumuw Python laslslausis scikit-learn:

import matplotlib.pyplot as plt
from sklearn.linear_model import LinearRegression Pa rt01
import numpy as np -
from matplotlib.font_manager import FontProperties mslgow pandas

G298 4.11 : LecO4_13_Linear_regression01.py
font_path = "C:\\Windows\\Fonts\\tahoma.ttf"
font_thai = FontProperties(fname=font_path, size=12)

X = np.array([1, 2, 3, 4, 5]).reshape(-1, 1)
y = np.array([82, 84, 86, 88, 90])

model = LinearRegression()

model fit(X, y)
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

S. ms3ias1:Ki3oidu (Linear Regression) 3. msdinsizKioiEu (Linear
Regression)

dooagromisly linear regression lumuw Python laslslausis scikit-learn:

hours_to_predict = np.array([6, 7, 8]).reshape(-1, 1)
predicted_scores = model.predict(hours_to_predict) Pa rtoz

for hours, score in zip(hours_to_predict, predicted_scores):

print(f'SiusudsluofiSau: {hours[O]}, azuuuriwne: {score}) mislgou pandas

G298 4.11 : dm_Linear_regressionO1.py
plt.scatter(X, y, color="blue’, label="gayao5y’)

plt.plot(X, model.predict(X), color="red’, linewidth=2, label='"Regression Line’)
plt.scatter(hours_to_predict, predicted_scores, color='green’, label="rinun#’)
plt.xlabel(‘swususslusiiSBaumunsonny’, fontproperties=font_thai)
plt.ylabel('a:uuuasumumadonnu’, fontproperties=font_thai)

plttitle(Linear Regression vava:uuuaaumudsnny’, fontproperties=font_thai)

plt.legend()

plt.show()

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy P.088 ‘




unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining

uni 4

3. ms3ns1tKLdIdu (Linear
Regression)

21NNINLEAd1FunsINIFIIFUANEQINIIVFUNUSSIKI1951UD
mwudonquiivazuuudaumundongu 1dunsiduaad(KiiusinzuuudaaumudonnuiRvducy
grusudsluoniSsummndonnu [ R
WJunsiniuusllimdoiduuon FokuruncIu31nLEUNUSS:KI13usugsluoMsSau o .
muwidrnquuazazuuuaaumundonguidunuuiduasy KureacIwIIKINGusudoluonissu
mMudonnuiindu a:uuuaaumwmdonquiinoziiududuiu lassiduds:ansasduwus (R)
gavidunsindio 0.92 Fokuraanusnudunuss:kirvdusudslusmssumuidonguua:
AIlUUdaUNIVISINUUULTIUNSININ KU1FAIIINIsiVasundasdiusudalusnidau
mwudonquiinnudunusagvuiniumsidisunlarftiuuaaumudonnu
ondoyail 1srawisanasulasidrusudsluonssunividonguiinowdunusidousn N T DU A
adiidvdrfigiuaztuuaoumundonnu KNganuNdossummdonguuiniiils atuuuaou |# <+ +a=
mwudonguilno:ddunitiu
agwlsacu Frdrfinyfodasdoinasinowduwusiiduideonisdoinanisnitiidu
lilasursaoiusimisiAuduzesdsriususoluoniSsunividonguotsuds:iunzuuuaau
mwdonquiddu Joduduq 13u acwawisalumsid8gudvaoliniS8su ArUNIWYDINISADU LAt
usvQolovaslinisuu grvdonadowadnsvasnuuudaumunidonguldiduiu

ATLUUAAUAESINO
w0
=]
|

w
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o
-
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

ms3ias1:K1501du (Linear Regression) 3. msdinsizKioiEu (Linear
Regression)

S.

dood1omisld linear regression lumuw Python laslslausis scikit-learn:

lums3iasizRidoldu, aumsvoviduasoio:nnusulkikurzaviganudoyaniodlasldssmsvadifudidnnu
doya (Least Squares Method)

uanand, msly linear regression awnsniwnldlusarwus:zinnzoooiu 1Bu:

« msring (Prediction): axanmsal&iduasonldoin linear regression 1amwesivasdondsmudikSusiiga
douusdas:ilunsiuiiou

« msdasiikanudunus (Relationship Analysis): doslumisinodilofionowduiuss:k3rodoudsdas:uaz
doudsonu

« msdamsnushmacauunu (Outliers): doslumsasaodaunazdamsiusiimacdauiinuia1vozdonans:nudanis

319S1tK

""las Adoem

n
d
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2 4.2.3 msdiasizkanuaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear

5. ms3nsizKidoldau (Linear Regression) :
Regression)

dooagromisly linear regression lumuw Python laslslausis scikit-learn:

misldo1u pandas

import numpy as np G298 4.12 : LecO4_13_Linear_Regression.py

from sklearn.linear_model import LinearRegression
import matplotlib.pyplot as plt

) & np_array([]_, 2, 3’ 4’ 5])_reshape(-1, 1) plt.scatter(X, Y, label="Actual data')
4

y = np.array([2, 4, 5, 4, 5])

model = LinearRegression() plt.plot(X, y_pred, color="red’, label="Linear regression’)

plt.xlabel('X’)
pltylabel('y’)
plt.legend()
plt.show()

model.fit(X, y)

y_pred = model.predict(X)
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining

uni 4

ms31as1:K1Goidu (Linear Regression) 3. ms5ns1zAIB1du (Linear
Regression)

dooagromisly linear regression lumuw Python laslslausis scikit-learn:

.1 Figure 1 = a s

misldou pandas
G098 4.12 : LecO4_13_Linear_Regression.py

® Actual data
5.0 1 —— Linear regression

4.5 1

ludoosgi0d, adolulaa linear regression

4.0 1

ondayadoodvuazwiacduasoildoinluiaad.

3.5

3.0 A

2.5

204 @

T T T T T T T T
1.0 15 2.0 2.5 3.0 3.5 4.0 4.5 5.0
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2 4.2.3 msdiasizknnuaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear

5. ms3nsizKidoldau (Linear Regression) _
Regression)

dooagromisly linear regression lumuw Python laslslausis scikit-learn:

aanmnuaadidunsimidoiFuiuaasnaiuduwusszkiomkiinvodsnsudiuszaznondvlddaunaasu 1Funsiuaaslkiiusisteznion
3olddaunaasuanascnuthniingassnsud lasFunsidiuusliividoaiduau Fosnennusinnudunuss:ssdothKiingassnsuduazs:aznondola
dounaasuilunuuiduass KNMEaNUNKINUKINTadsnsudAudu stezmondslddaunaasunliinotacasiduiu
srdudstansasduwus (R) saadunsiniio -0.92 Fosnennuannudunusstrdothkiingassnsuduatstgznioindslddaunaaaudu
udounsoun Kmenanusimswasuudasthslinvassnsudiinowduwusagronniumsidasundasszszmondslddaunaaau
ondayail iIsrawrsnasvlasikingossnsudiinowdunusidoavadviilivarfigius:sznondolddounaasu Kneanwndosnsudniinduils
stgzn1vndolddounaasuniinozaaasiitiu
aglsionu Frdrfiyfadasdoinasinnwduiusiiduiigomsdoinamsaniinidu lildsmeaoiusinisanasvosthkilinaosnsudo:
SuUs:ius:eznwidolddounaaaunddu Joduduq 1du Ustansnmiwgooindaosud ammwnuu uazaladmisivd o1odomacdonadnsuovsazn1ondo
[adounaaaulaidunu
dolutidums3iasizRIAuIGUUIIUSIMISINGIAUSUNMN:
* 1dunsHqikiioudzsioudoisey FokunNUNNNUAURUSS:KIWUKINYoIsSNBuduass:uznAdvlddounaasutiusoudiondn
« 1Junsiddaunu Y Aus:unmu 25 unaasudalud dokueasiudsnsudniithsin O Joudawisndolaus:unmu 25 luddounaasu
« 1Funsiidaunu X AUsziru 2,500 Jaud dokuenousisnsudniithuiin 2,500 Jaudarnsndolaus:viru 10 luddaunaaau
mis3asikiansaldinosanUs:asidiog 1du msoanuuusnsud msmkuasimsasud K§amsWwunagnémsus:kdatniiu
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msdiasizknnuaunus (Relational Analysis)

ms3ias1:K1501du (Linear Regression) 3. msdinsizKioiEu (Linear
Regression)

S.

dooadromisld linear regression lumuw Python laslslausis scikit-learn:

import numpy as np
from sklearn.linear_model import LinearRegression
import matplotlib.pyplot as plt

« numpy: lausisa@ksSumsionunudsyadoiav.
» LinearRegression: lausis scikit-learn dxsSuasua:lsluiaa linear regression.
 matplotlib.pyplot: lausisa@uSunwdoansin.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear
Regression)

doagromisly linear regression lumw Python lasldlausis scikit-learn:

asrdoyadoobio: msl8yu pandas
G298 4.12 : dm_Linear_Regression.py

S.

msJ31nsi1itKiIdoidu (Linear Regression)

X = np.array([1, 2, 3,
y = np.array([2, 4, 5,

« X: douUsdas: (Independent Variable) mdu array 1 iid (reshape(-1, 1) l&isusioiduunakio).
* y: doudsonu (Dependent Variable).
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear

ms3iasizKigoidu (Linear Regression) )
Regression)

misldou pandas
298w 4.12 : dm_Linear_Regression.py

asua:zusuluiaa linear regression:

model = LinearRegression()
model fit(X, y)

* model: asodauidnd LinearRegression.
e fit(X, y): USuluroacudoya X ua: y.
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unii 4 ms3iasizkdoyaidoandlusiuikiioodoya LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear
Regression)

msJ31nsi1itKiIdoidu (Linear Regression)

misldou pandas
(1298 4.12 : dm_Linear_Regression.py

nungmsm y 0 X:

y_pred = model.predict(X)

« predict(X): munas y oandoudsdas: X.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear
Regression)

msJ31nsi1itKiIdoidu (Linear Regression)

misldou pandas
298w 4.12 : dm_Linear_Regression.py

plt.scatter(X, y, label="Actual data’)
plt.plot(X, y_pred, color="red’, label="Linear regression’)

- pltscatter(): waoadoayaosolusUuuuzavoa.
« plt.plot(): ndaciduasonldoin linear regression luduao.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.3 msaiasikndwaunus (Relational Analysis)

3. ms3ns1tKLdIdu (Linear
Regression)

S.

msnasitKIdoidu (Linear Regression)

nKuaunuLazidaonsin: mslou pandas
298w 4.12 : dm_Linear_Regression.py

plt.xlabel('X’)
plt.ylabel('y’)
plt.legend()

plt.show()

plt.xlabel(): inuadaunu x.
. pltylabel(): imKuadaunu y.
plt.legend(): tnundovsosue.
plt.show(): uaaonsin.

waansnladonsiniuaasdoyasselusUuuuzavoauaziduasonldoin linear regression ludua.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2.4 msoiasizknaauudsUsau (Variance Analysis)

ms3ias1sknnuuUsuUsou

A2NWKUI8TaINISIIAS1:KAILUsUsoU (Va : :
(Variance Analysis)

mis3nsizinnuudsusau (Variance Analysis) ilunszusumsmomsUinyduazmsdamsnldine
3ns1:Eaunandvs:kIvNanisantuundulucnuunuiusamsaitiiuoiuosy Nalkawisamunsuaztdnio
dodenmiKiianouuandiodu

do98w 4.13 : LecO4_14_Variance_Analysis.py

« Variance Analysis Gntihwldluniomsinydmomswaa, msdamsnsweinsuuud, ua:du q loslamzlusyuvumssinsizi
noMmsidu. Juaaukanlumsdasizianuudsusouawsnidsulddoi
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.4 msdiasizkaauudsusau (Variance Analysis)

ms3ias1sknnuuUsuUsou

dudauvadmsiasizknaouudsusou (Varia : :
(Variance Analysis)

42981 4.13 : LecO4_14_Variance_Analysis.py

1. muxuauwumsaiduoiu (Budget): rimummumschlﬁuo1uﬁs:qs1ua:léanuaofh'lz?o'w, s1wwld, Kdalodudu 9 Adnado
wanisaiuvu.
Juiindoyaosy (Actual Data): Guiindayaningsdoonumsdiiuaiuniinisiiadiuosy.
Sias1:KauulsUsou:
Actual vs. Budget Analysis: Wssuiisusamsdiuiiuniuosonuunumsaiiiuoiu inaqriinouuandivagls.
Variance Analysis: siiustuasiwuuandiv (variance) stxaivonanisaiduoiudsSonuunumsaitiiuviu.
4. msdamsanuuanclv;
Favorable Variance (aowuandioid): aowuancdioimiEwnanisdidusiudnsiilaunu.
Unfavorable Variance (aswuanchonliid): aowunandwimiinanisdandusiulidiinlausu.

W N

5. msmusuazusuuwu: haowdnldoin Variance Analysis WldlumisuSuumunmisdndusiuluswnna.

Ssunijoodioya Data Mining (4124305) los Adrumaasiorsd as. ligwosi dotiivy




unit 4 ms3nsikdoyaldoandlucnuikiioodona LecO4 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.4 msoiasizknaauudsUsau (Variance Analysis)

ns3nsickanuuUsUsou
(Variance Analysis)

JudaugavsmsIasizkaduulsusou (Varia

. (29810 Variance Analysis atisulumomsidudia Variance Analysis luoiumswaafiisadoonu
dunugoviandu, usovu, kSaslddwdu q Nimadadununiswaa.

. A%Wuand19s:Kk31 Actual v Budget aamsnuuvoeomdudoucioniiisime (variance) uazdou
dwadisinvuand (difference in direction) inalkfiSanisnsiusinsuuandviiaoindods
latoninalunsnonlidksansnona.

mislgoiu pandas
G298 4.13 : LecO4_14_Variance_Analysis.py
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

= - . . unil 4
4.2.4 msdiasizkaauudsusau (Variance Analysis)
3. doagvgaomsiasizianuudsusou (Variz ms3insizknnuulsisou
(Variance Analysis)
doosrodaludio:uaaomsld Python udonh Variance Analysis dosdayadoagioinganu Actual ua: Budget voaosisla:
import pandas as pd misldou pandas
G298 4.13 : Lec04_14_Variance_Analysis.py
data = {
‘Month": ['January’, 'February’, ‘March’, 'April’, ‘'May'],
'‘Actual_Revenue”: [100, 120, 110, 105, 130], -
'Budget_Revenue’ [110, 115, 120, 100, 125] el e e o e
} 1 February 12 R
df = pd_DataFrame(data) 2 Hath 118 120 -18 Favorable
3 April 185 188 5 Unfavorable
4 May 138 125 5 Unfavorable
PS C:\AppServiwww\Python DataMining>» I

df['Variance'] = df['Actual_Revenue’] - df['Budget_Revenue’]
df['Direction’] = ['Favorable' if var < 0 elsé 'Unfavorable’ for var in df['Variance']]

print(df)
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

4.2.4 msdiasizkaauudsusau (Variance Analysis)

do981vyavMmsIasri:KkainuUsusou (Varis 95UNBNAINS

« a3 DataFrame nus:naudounadul Month, Actual_Revenue, ua: Budget_Revenue.
 IANA2aud Variance laskinasiuuandios:karw Actual_Revenue fiu Budget_Revenue.
* 1WUnaawu Direction inaudaviisinivvao Variance (Favorable kSe Unfavorable).

waawsnldozdu DataFrame fuaas Actual, Budget, Variance, ua: Direction dssuudazidau:

PROBLEMS QUTPUT DEBUG COMSOLE TERMINAL

PS C:\AppServiwww\Python DataMining> & C:/Users/User/AppData/lLocal/Microso
Month Actual Revenue Budget Revenue Variance Direction
January 180 118 -18 Favorable
February 126 115 5 Unfavorable

&

n1515\)1u pandas ; J'-1ar*<T'h 118 1268 -18 Favorable

do081 4.13 : Lec04_14_Variance_Analysis.py Ry e 100 5 Unfavorable
p

5 Unfavorable
S C:\AppServiwwwPython DataMining> I
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. unil 4 ms3iasizRdoyaidoandlucnuikiiosdoya Lec04 : Statistical Data Analysis for Data Mining

[faAuaaolunwild Python ua:lausid pandas diksumisiasiziaswudsusou (Variance Analysis) s:k31051816950 (Actual Revenue) uazouus:uiu

A
[

fidol5 (Budget Revenue) siodou lasimsdndunisaod:
1. dndilausis
import pandas as pd
laus1§ pandas gnuinnldassumsdamsdoyalusyuvuvos DataFrame doidulasoasodoyanisurzarinsumssiasizidonalucsio.
2. as$ DataFrame
data = {
'Month": ['January’, 'February’, '"March’, 'April’, 'May'],
‘Actual_Revenue’: [100, 120, 110, 105, 130],
‘Budget_Revenue” [110, 115, 120, 100, 125]
}
df = pd.DataFrame(data)
rkuadayalusuuuugaowourunsu (dict) doUsznoudou:
Month: daidau (unsiaudiowguniau).
Actual_Revenue: s1wldaosy.

Budget_Revenue: suus:zunmuidol3.
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. u“ﬁ= 4 n155Iﬂs1:ﬁﬁaualﬁaaﬁﬁlu‘)]u[Hﬁagfjaua LecO4 : Statistical Data Analysis for Data Mining

as1w DataFrame oswnwouunsuiilasldsido pd.DataFrame.
3. Inunaaul Variance
df['Variance'] = df['Actual_Revenue'] - df['Budget_Revenue’]
wiunaauiilkiida Variance doshuorulosmisin Actual_Revenue audos Budget_Revenue d@msuudazidou:
s Variance 1Juav kuneiosigladindwudszuundols.
s Variance 1Juuan smneivsisldiiiundiouds:zuiu.
4. 1Wunoaul Direction
df['Direction’] = ['Favorable’ if var < O else 'Unfavorable’ for var in df['Variance']]
iiunaduilkiide Direction:
Kan Variance dshiiasndi O o:pniikuaidu "Favorable” (1suzaw).
KkIn Variance iisiwinns1 0 o:pnmkuailu "Unfavorable” (luikuizaw).
[¥msouausiushnokualunoaui Variance
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. uni 4 msaasi:kisvaitdoandluniuikiiovdiona LecO4 : Statistical Data Analysis for Data Mining

5. uaavy DataFrame
print(df)
uaaowaans DataFrame 8oiidoyanokuasouiionadul Variance ua: Direction ntauidn

doodromaanslu Terminal

waawsnuaaslu Terminal Ganuruzdol: | Month | Actual_Revenue | Budget_Revenue | Variance | Direction | | |
~| I I I

| January | 100 | 110 | -10 | Favorable |

| February | 120 | 115 |5 | Unfavorable |

| March | 110 | 120 | -10 | Favorable |

| Aprit | 105 | 100 |5 | Unfavorable |

| May | 130 | 125 | 5 | Unfavorable |

mslgouoss

[fadikuzdiksu:

ms3ns1EauLandIvs:kIIKUIBUa:HadWE0So(uuSUNYaYIUUSIUTU

msdacmvuazusudsomsusmisdsamssislaksasldors
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.5 ms3nsizkuusliv (Trend Analysis)

mis3asizuuslin (Trend Analysis) ms3insizRuusliv (Trend

1. Analysis)

ms3asiziuuslin (Trend Analysis) Wuns:zuosumsnwandnldinoassoaauuazdinsiziuuslivsdouusnio
gavdayadaaatdal lagonIonozs:uiiomsiaguudasksadnuruzmontiamaasvoodoyaciuidal. NS:UIUNS
aoniwntdlumsmunsuusliivsesdayalusuina

56msinuuaslums3iasiziuusliiusouio:

1) nsiWuusliiv (Trend Charts): mswaaadoyacnuioaivunsiniiaqanuuzuazuusliivsasdoya. Kiniinms
Wasuudascnudaagwdaou, nsiWawsadsslumss:uyuuslivlae.

2) mssustusinadsinasun (Moving Averages): msldsinaasgosdoyanonmsualdludossoaininasunly, udo
auoanasuduaziisuuaziiunuusli.

3) msl&ioaid (Statistical Methods): msl&insesionvandidoassodounulasunlasnaidivasdona,
13u nsnadavauufigiutiogiriimsilasundasnvandnsaly.

4) msldluiaamoand (Statistical Models): mslgluiaaaddidovannemsmunsuuslivzosdonyaluawnna.
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining ‘

uni 4

4.2.5 ms3nsizkuusliv (Trend Analysis)

do981vanunu=gaINS I

anuruzgaonsinuuoliiv (Trend Charts) 4
nusliu

2.

nsiduusliiv (Trend Charts) iumsudasdoyacudarvunsidinalkiquazidaduloanisnquualiivkdo

v [
h -—

anuruzmswasundasvasdayaldisdu lasinldlumssiasiziuusliivuasdayaidoroar 1du msdamums

Wasuulavvoosaaigus:andaundol, ms3iasizimsiasundaryassimiucasaloal, K§an1sasdodou

uusliivvasdoyamisisugio.

. {ifiodoo8wanuruzzoonsinuuslii:

* fMasunu:

1) unu X (Horizontal Axis): uaasdaovaissadioyacuioal 1du Sui, 1dou, U, KSadovoanmuua.

2) unu Y (Vertical Axis): uaaodayandooms3iasizik doaroidusoams, simku, kdadoudsadu q naulo.

3) 1dunsn: udasuusliivk§omsilasuudasvasdayamuioal. Idunsiniansniduiduaso, 1ulsiv, KSoi
anutuzdu q uanuuzgaddaya.

4) uusliiv: druliAingdradomssudivianivvasdoya sluusllivdursoas, kdaiunusllivuvuiduasoksali.

5) themiu (Labels): henasursdoyandodonuaasuunsin 13u dounu, Kdos1uazidsatiuLdin.
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uni 4

4.2
3.

msasionsiduusliivlunmiv Python laslslausis Matplotlib, dfiadoasrolfianlgasionsinuusliiv:

4.2.5 ms3nsizkuusliv (Trend Analysis)

doogrvvaonsiHuusliiv (Trend Charts) “33;’3"3““‘“:"00"51”
wnudiuy

import matplotlib.pyplot as plt
import numpy as np G298 4.14 : Lec04_15_Trend_chart.py

time = np.arange(1, 11)
data = np.array([5, 7, 9, 12, 15, 18, 22, 25, 28, 32])

pltplot(time, data, marker='o’, linestyle="-
plt.title('Trend Chart Example’)
plt.xlabel('Time’)

pltylabel('Data’)

plt.grid(True)
plt.show()
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unit 4 ms3nsikdoyaldoandlucnuikiioodona Lec04 : Statistical Data Analysis for Data Mining

uni 4

4.2 4.2.5 ms3nsizkuusliv (Trend Analysis)

3. doogrvvaonsiHuusliiv (Trend Charts) a5UIuHa

msasionsiduusliivlunmiv Python laslslausis Matplotlib, dfiadoasrolfianlgasionsinuusliiv:

g1
G098 4.14 : Lec04_15 _Trend_chart.py
time unuvaksadouUsaasznuaasuuunu X
data unudoyandooms3iasiziuazuaasvuunu Y
plt.plot() tFasroidunsinuusiiv
plt.title(), plt.xlabel(), ua: plt.ylabel() WGwwnthaminu
plt.grid(True) iWatiunSauunsW

fdo plt.show() ozuaaonsiWnaswdu. nsourassoaoudnmulddadolausis Matplotlib luammusadow
Python gayanuuas
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uni 4

4.2.5 ms3asizkuusliv (Trend Analysis)

3. doogrvvaonsiHuusliiv (Trend Charts) a5UIuHa

msasionsiuusliivlumun Python lasldlausis Matplotlib, dfiadoegiolfianldasionsinuusliiv:

Trend Chart Example

G208 4.14 : Lec04_15 _Trend_chart.py
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4.2.5 ms3nsizkuusliv (Trend Analysis)

4. mssiwustusinadsinaaun (Moving Averag ARG E UL
(Moving Averages)

doedromssuswusiadsndaun (Moving Averages) lu Python dsuldlausis NumPy:

AlFiNoavaanacuduaziiiouksa
u. 35msudngniwldlumsinsizi

mssustusaasinidaun (Moving Averages) iuinaiiamoain
dayaninmswasuudasuasludooandsliidunusliivksauusmondalou
ua:mwsuusliivvasdoyamuioan.

@
J

dfiadidadromssiustushtaasinioun (Moving Averages) lu Python dasldlausis NumPy:

G208 4.14 : Lec04_15 _Trend_chart.py
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4.2.5 ms3nsizkuusliv (Trend Analysis)

4. mssiwustusinadsinaaun (Moving Averag ARG E UL
(Moving Averages)

daogomsmustusiadsindoui (Moving Averages) lu Python dsuldlausis NumPy:

import numpy as np

import matplotlib.pyplot as plt G298 4.14 : Lec04_15_Moving_Averages.py

time = np.arange(1, 21)
data = np.array([5, 7, 9, 12, 15, 18, 22, 25, 28, 32, 30, 27, 24, 20, 18, 15, 12, 10, 8, 6])

N=3
moving_avg = np.convolve(data, np.ones(N)/N, mode="valid’)

plt.plot(time, data, label='Original Data’, marker='0’, linestyle="-)
plt.plot(time[N-1:], moving_avg, label='Moving Average (N={N})', marker='0’, linestyle="-')

plttitle('Moving Averages Example’)
plt.xlabel('Time’)

plt.ylabel('Data’)

plt.legend()

plt.grid(True)
plt.show()
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uni 4

4.2.5 ms3asizkuusliv (Trend Analysis)

4. missudtusilaaginadaun (Moving Averag 25U1INa

doodomssiustusitadsindaun (Moving Averages) lu Python doslslausis NumPy:

ZUCIOOU'IOU: Moving Averages Example

—8— Original Data
Moving Average (N=3)

N fisaswazaoktichonldlumssiuouadasndoun (lundlk N=3).
np.convolve(data, np.ones(N)/N, mode="valid’) l&shuotusinaas

inaounlasld convolution vavdayauaziadaokmsnlisurninu 1/N.
plt.plot() IFadronsiWvovdoyalduuazanadsiniaun.

nswinldo:uaavdoyalduuazfnadsindaun (Moving Averages) uunsin
1089NU, m'lmnu:nmlaaumaaunuoaauaannmuaua sifduyavdoua.

(208 4.14 : LecO4_15_Moving_Averages.py
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4.2.5 ms3nsizkuusliv (Trend Analysis)

mssuotushitadginioui
(Moving Averages)

mssiwustusinadsinaaun (Moving Averag

4.

import numpy as np
import matplotlib.pyplot as plt
def moving_average(data, window_size):

sustusinadginasun (Moving Averages)

Parameters: 298w 4.14 : LecO4_15_Moving_AveragesO1.py

- data: doyadalavidoomssiuoru
- window_size: sunazaskitichonlalumssiustusitaasinidaun

Returns:
- filaagnaaun

return np.convolve(data, np.ones(window_size)/window_size, mode='valid’)
data = np.array([3, 5, 2, 8, 10, 7, 6, 4, 11, 9]
windovo’l_size/’= 3 e
moving_avg_result = moving_average(data, window_size)

pltplot(data, label="doyadodu’)
plt.plot(range(window_size-1, len(data)), moving_avg_result, label=f1adzinidoui (sura {window_size})', color='orange’)

plttitle(Moving Averages’)
pltxlabel(‘dukuszasdaya’)
pltylabel(‘si)

plt.legend()

plt.show()
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