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เทคนิคเชิงสถิติส าหรับเหมืองข้อมูล (Statistical Techniques for Data 

Mining) คือกระบวนการใช้เคร่ืองมือและเทคนิคทางสถิติเพ่ือวิเคราะห์ข้อมูลขนาดใหญ่ 

(Big Data) เพ่ือค้นหาความรู้หรือรูปแบบท่ีซ่อนอยู่ในข้อมูล ซ่ึงมีความส าคัญอย่างมาก

ในหลากหลายสาขา เช่น การตลาด การเงิน การแพทย์ และการวิจัยทางวิทยาศาสตร์

บทท่ี 4
การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล

(Statistical Data Analysis for Data Mining)
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ทบทวน

 ข้อมูล

 การเตรียมข้อมูล

4.1 การวิเคราะห์ความถ่ี (Frequency Analysis)

4.2 การวิเคราะห์การกระจาย (Distribution Analysis)

4.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

4.4 การวิเคราะห์การแปรปรวน (Variation Analysis)

4.5 การวิเคราะห์แนวโน้ม (Trend Analysis)

บทท่ี 4 เทคนิคเชิงสถิติ (Statistical Techniques)
Agenda
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• CRISP -DM ย่อมาจาก Cross -industry 
standard process for data mining

• ซ่ึงหมายถึง กระบวนการมาตรฐานท่ีใช้ส าหรับ
การท าเหมืองข้อมูล เพ่ือท าการวิเคราะห์และ
น าไปใช้ประโยชน์ทางธุรกิจ ประกอบไปด้วย  6 
ข้ันตอน ดังภาพ

• พัฒนาโดย 3 บริษัท
• บริษัท SPSS

• บริษัท Daimler Chrysler

• บริษัท NCR

ตัวอย่างของข้อมูล (Data )CRISP -DM 6 ข้ันตอน
ทบทวน

0
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1. เข้าใจธุรกิจ (Business Understanding)  ... เป็นข้ันตอนแรกมุ่งไปท่ีการท าความเข้าใจธุรกิจ ปัญหาและ
วัตถุประสงค์ของโครงการจากมุมมองทางธุรกิจ จากน้ันแปลงปัญหาให้อยู่ในรูปของโจทย์ส าหรับการวิเคราะห์
ข้อมูล และวางแผนการด าเนินงานเบ้ืองต้น

1. ท าความเข้าใจปัญหา หรือโอกาสเชิงธุรกิจ

2. ระบุ output หรือเป้าหมายท่ีต้องการได้จากการวิเคราะห์ข้อมูลด้วย Data Mining

• ตัวอย่างเช่น

• ท าอย่างไรถึงเพ่ิมยอดขายให้กับสินค้าชนิดต่าง ๆ ได้

• ต้องการแบ่งกลุ่มนักศึกษาออกตามความสนใจ / ถนัด

• ท าอย่างไรให้ลูกค้ากลับมาซ้ือสินค้าอีก

• อยากท านายปริมาณน้ าฝนท่ีตกในอีก 2 วันข้างหน้า

• อยากรู้ว่าลูกค้าคนใหนมีโอกาสป่วยเป็นโรคมะเร็ง

ตัวอย่างของข้อมูล (Data )CRISP -DM 6 ข้ันตอน
ทบทวน

0
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ตัวอย่างของการเข้าใจธุรกิจ 

 ตัวอย่างร้าน H&W CAFÉ ร้าน เบเกอรร่ี มีอาหารและเคร่ืองด่ืม มีระบบขายสินค้า 
ด้วยคอมพิวเตอร์ บันทึกลงฐานในฐานข้อมูล ...ส่ิงท่ีเราสนใจหรือโจทย์ก็คือ ผู้ซ้ือสินค้าหรือ
ลูกค้า แบ่งออกเป็นออกเป็น 3  ประเภท 1. ทานท่ีร้าน 2. ส่ังกลับบ้าน 3. เดริเวอร่ี

 เม่ือทราบลูกค้าแบ่งออกเป็นประเภท ร้านค้าก็สามารถสร้างโปรโมชันสินค้าให้ตรงกับ
ความต้องการของลูกค้าแต่ละกลุ่ม
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การจ าแนกข้อมูล (Data Classification) ของความเส่ียงในการเกิดโรคเบาหวานหรือระดับความ
รุนแรงของโรค

ข้ันท่ี 1 : Business Understanding

 ส าหรับการท า  Business Understanding ในข้ันตอนท่ี 1 ของการวิเคราะห์ข้อมูลทางธุรกิจ
ส าหรับการพยากรณ์ความเส่ียงในการเกิดโรคเบาหวานหรือระดับความรุนแรงของโรคเบาหวาน สามารถ
เร่ิมต้นด้วย การท า ความเข้าใจวัตถุประสงค์หลักท่ีต้องการ เช่น การท า นายความเส่ียงหรือการจ าแนกระดับ
ความรุนแรงของโรค เพ่ือท่ีจะน าไปใช้ในการวางแผนการดูแลและการรักษาผู้ป่วยอย่างเหมาะสม
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2. ความเข้าใจข้อมูล (Data Understanding)  ข้ันตอนน้ีเร่ิมต้นด้วยการรวบรวมข้อมูล จากน้ันท าความ

เข้าใจ ตรวจสอบคุณภาพของข้อมูล และเลือกข้อมูลท่ีเก็บรวบรวมมาว่าจะใช้ข้อมูลใดบ้างในการวิเคราะห์

โดยในข้ันตอนน้ีเป็นการ รวบรวมข้อมูลท่ีเก่ียวข้อง ข้อมูลถูกต้องมีน่าเช่ือถือ ข้อมูลท่ีได้ต้องมี

ปริมาณมากเพียงพอ ข้อมูลท่ีได้ต้องมีความเหมาะสม และมีรายละเอียดเพียงพอต่อการน าไปวิเคราะห์ 

ตัวอย่างเช่น 

1. ข้อมูลการซ้ือสินค้าของแต่ละคนท้ังปี พ .ศ. 2566  

2. ข้อมูลผลการเรียนและการลงทะเบียนเรียนของนักศึกษาตลอดหลักสูตร 4 ปี เป็นต้น

ข้ันตอนท่ี 1 และ 2 สามารถท ากลับไปมาได้ เน่ืองจากการท าความเข้าใจธุรกิจท าให้เราเข้าใจข้อมูลมากข้ึน และการเข้าใจข้อมูลก็ท าให้
เราเข้าใจธุรกิจมากข้ึนเช่นกัน

ตัวอย่างของข้อมูล (Data )CRISP -DM 6 ข้ันตอน
ทบทวน

0
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ตัวอย่าง การท าความเข้าใจข้อมูล 

 จาก ตย . งานวิจัยหน่ึง ได้มาจากฐานข้อมูลการส่ังอาหารของร้าน 

ต้ังแต่ ปี 2557 -25 64  (จ านวน หรือ ขนาดข้อมูลมีความส าคัญ ) จากตัวอย่าง

งานวิจัย ใช้ข้อมูล 37020 รายการ แยกเป็น 3 ชุด คือ ชุดท่ี 1 น่ังทานท่ีร้าน 

ชุดท่ี 2 ส่ังกลับไปทานท่ีบ้าน และชุดท่ี 3 ส่ังผ่านเดลิเวอร่ี

ข้ันตอนท่ี 1 และ 2 สามารถท ากลับไปมาได้ เน่ืองจากการท าความเข้าใจธุรกิจท าให้เราเข้าใจข้อมูลมากข้ึน และการเข้าใจ
ข้อมูลก็ท าให้เราเข้าใจธุรกิจมากข้ึนเช่นกัน

ตัวอย่างของข้อมูล (Data )CRISP -DM 6 ข้ันตอน
ทบทวน

0
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3. การเตรียมข้อมูล (Data preparation)  

 ข้ันตอนการเตรียมข้อมูล หมายถึง ข้ันตอนท้ังหมดท่ีจะท าเพ่ือให้ข้อมูลดิบท่ีเรารวบรวมมา กลายเป็นข้อมูล

สมบูรณ์ท่ีพร้อมจะเข้าสู่โมเดลในข้ันตอนท่ี 4 ข้ันตอนน้ีจึงเป็นข้ันตอนท่ีต้องใช้เวลานานท่ีสุด เน่ืองจากโมเดลท่ีได้จาก

การท าดาต้าไมน่ิงจะให้ผลลัพธ์ท่ีถูกต้องหรือไม่น้ันข้ึนอยู่กับคุณภาพของข้อมูลท่ีใช้ เช่น การสร้างตาราง การลบ

ข้อมูลท่ีไม่ต้องการออก การแปลงข้อมูลให้อยู่ในรูปแบบท่ีต้องการ เป็นต้น โดยประกอบไปด้วย 3 ข้ันตอนดังต่อไปน้ี

1) การคัดเลือกข้อมูล (Select Data) เลือกตาราง เลือกแอตทริบิวต์

              จากตัวอย่างงานวิจัย เลือกข้อมูลท่ีเก่ียวข้องกับการส่ังอาหาร ข้อมูลพนักงานไม่ได้เลือก

 2) การท าความสะอาดข้อมูล (Data Cleaning)

 3) การแปลงข้อมูล (Data Transformation)

0 ตัวอย่างของข้อมูล (Data )CRISP -DM 6 ข้ันตอน
ทบทวน

0
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4. การสร้างโมเดล (Modeling)

ในข้ันตอนน้ี เราจะเลือกและทดสองสร้างโมเดลหลาย ๆ แบบท่ีน่าจะสามารถแก้ไข
ปัญหาท่ีต้องการได้ จากน้ันค่อย ๆ ปรับค่าพารามิเตอร์ในแต่ละโมเดล เพ่ือให้ได้โมเดลท่ี
เหมาะสมท่ีสุดมาใช้ในการแก้ไขปัญหา

หมายเหตุ  หากยังไม่ได้โมเดลท่ีพอใจ เราสามารถกลับไปเตรียมข้อมูลให้พร้อมมากกว่าน้ีได้ 
เน่ืองจากข้อมูลท่ีดี ก็จะท าให้ได้ผลลัพธ์ท่ีดีเช่นกัน ดังค ากล่าวท่ีว่า 
“Garbage in, Garbage out ” น่ันเอง
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5. การวัดประสิทธิภาพของโมเดล (Evaluation)

เราจะท าการวัดประสิทธิภาพของโมเดลท่ีได้จากข้ันตอนท่ี 4  เพ่ือวัดว่าโมเดลมี
ประสิทธิภาพเพียงพอต่อการน าไปใช้งานแล้วหรือไม่ ซ่ึงโมเดลแต่ละประเภทก็จะมีตัววัด
ประสิทธิภาพท่ีแตกต่างกันออกไป
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6. การน าโมเดลไปใช้งานจริง (Deployment)

เป็นการน าโมเดลท่ีเหมาะสมท่ีสุดไปใช้งานจริง เพ่ือวิเคราะห์และแก้ปัญหาท่ีต้องการ

*** ในข้ันตอนการสร้างโมเดล อาจจะต้องท าการสร้างโมเดลหลาย ๆ ตัว เพ่ือท่ีจะเลือกเอา
ผลลัพธ์หรือโมเดลท่ีเหมาะสม(ค่าความถูกต้อง + ความเร็ว) ท่ีสุดต่อการน าไปใช้งาน
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เทคนิคเชิงสถิติ (Statistical Techniques)  ในงานเหมืองข้อมูลคือ  เทคนิคเชิง
สถิติในงานเหมืองข้อมูลมีบทบาทส าคัญในการวิเคราะห์และอธิบายข้อมูล โดยเฉพาะใน
กระบวนการตรวจสอบความสัมพันธ์ , การท า นาย , และ การท า นายท่ี ท าใน ทางทฤษฎีสถิติ . น่ี
คือเทคนิคเชิงสถิติบางประการท่ีมักถูกใช้ในงานเหมืองข้อมูล :

4.1 ความหมายของเทคนิคเชิงสถิติ (Statistical Techniques)

โดยในบทน้ี เราจะกล่าวถึงเทคนิคเชิงสถิติท่ีใช้ในการสร้างโมเดลเหมืองข้อมูล โดย
เทคนิคเหล่าน้ีจะใช้ในการวิเคราะห์ข้อมูลและค้นหารูปแบบความสัมพันธ์ท่ีซ่อนอยู่ในข้อมูล ซ่ึง
รูปแบบความสัมพันธ์เหล่าน้ีสามารถน าไปใช้ใน การท านายหรือการตัดสินใจได้

บทท่ี 4

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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เทคนิคเชิงสถิติท่ีใช้ส าหรับเหมืองข้อมูล มีดังน้ี

1. การวิเคราะห์ความถ่ี (Frequency Analysis) เป็นการวิเคราะห์ข้อมูลเพ่ือหาค่าความถ่ีของข้อมูลแต่ละ
ค่า โดยค่าความถ่ีของข้อมูลแต่ละค่า หมายถึง จ านวนคร้ังท่ีข้อมูลน้ันปรากฏในข้อมูลท้ังหมด

2. การวิเคราะห์การกระจาย (Distribution Analysis) เป็นการวิเคราะห์ข้อมูลเพ่ือหารูปแบบการกระจาย
ของข้อมูล โดยรูปแบบการกระจายของข้อมูล หมายถึง ลักษณะการกระจายของข้อมูล เช่น การกระจาย
แบบปกติ การกระจายแบบเชิงเส้น การกระจายแบบทวินาม เป็นต้น

3. การวิเคราะห์ความสัมพันธ์ (Relational Analysis) เป็นการวิเคราะห์ข้อมูลเพ่ือหาความสัมพันธ์
ระหว่างข้อมูลสองชุดหรือมากกว่า โดยความสัมพันธ์ระหว่างข้อมูลสองชุดหรือมากกว่า หมายถึง ลักษณะ
ความสัมพันธ์ระหว่างข้อมูลท้ังสองชุดหรือมากกว่า เช่น ความสัมพันธ์แบบเชิงเส้น ความสัมพันธ์แบบเชิงพหุ 
เป็นต้น

4.2 เทคนิคเชิงสถิติท่ีใช้ส าหรับเหมืองข้อมูล
บทท่ี 4

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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4. การวิเคราะห์การแปรปรวน (Variation Analysis) เป็นการวิเคราะห์ข้อมูลเพ่ือหาความแปรปรวนของ
ข้อมูล โดยความแปรปรวนของข้อมูล หมายถึง ระดับการเปล่ียนแปลงของข้อมูล

5. การวิเคราะห์แนวโน้ม (Trend Analysis) เป็นการวิเคราะห์ข้อมูลเพ่ือหาแนวโน้มของข้อมูล โดยแนวโน้ม
ของข้อมูล หมายถึง ทิศทางการเปล่ียนแปลงของข้อมูล

เทคนิคเชิงสถิติท่ีใช้ส าหรับเหมืองข้อมูล มีดังน้ี

4.2 เทคนิคเชิงสถิติท่ีใช้ส าหรับเหมืองข้อมูล
บทท่ี 4

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).

การวิเคราะห์ความถ่ี (Frequency Analysis) หมายถึง กระบวนการท่ีใช้สถิติเพ่ือวิเคราะห์และ
แสดงข้อมูลตามความถ่ีของค่าต่างๆ ท่ีปรากฏในชุดข้อมูล การวิเคราะห์ความถ่ีมีประโยชน์ใน การท าความเข้าใจ
และสรุปลักษณะของข้อมูลท่ีมีอยู่ น่ีคือข้ันตอนพ้ืนฐานของการวิเคราะห์ความถ่ี :

การวิเคราะห์ความถ่ี (Frequency Analysis) เป็นเทคนิคการวิเคราะห์ข้อมูลเพ่ือหาค่าความถ่ี
ของข้อมูลแต่ละค่า โดยค่าความถ่ีของข้อมูลแต่ละค่า หมายถึง จ านวนคร้ังท่ีข้อมูลน้ันปรากฏในข้อมูล
ท้ังหมด
 การวิเคราะห์ความถ่ีเป็นเทคนิคการวิเคราะห์ข้อมูลข้ันพ้ืนฐานท่ีใช้ในการอธิบายลักษณะท่ัวไปของ
ข้อมูล โดยค่าความถ่ีของข้อมูลแต่ละค่าสามารถช่วยให้เราเข้าใจว่าข้อมูลส่วนใหญ่มีค่าอยู่ท่ีใด มีค่าท่ีผิดปกติ
หรือไม่ และนอกจากน้ียังเป็นการจัดเตรียมข้อมูลเพ่ือความสะดวกในการวิเคราะห์ข้อมูลข้ันต่อไป

ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis)1.

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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การวิเคราะห์ความถ่ีสามารถใช้ได้กับข้อมูลประเภทตัวเลขหรือข้อมูลประเภทข้อความ โดยข้อมูล
ประเภทตัวเลขสามารถหาค่าความถ่ีได้โดยแบ่งข้อมูลออกเป็นช่วงๆ แล้วนับจ านวนข้อมูลในแต่ละช่วง 
ตัวอย่างเช่น ข้อมูลคะแนนสอบสามารถแบ่งออกเป็นช่วงๆ เช่น คะแนน 0-10 , คะแนน 11 -20 , คะแนน 
21 -30  เป็นต้น จากน้ันนับจ านวนนักเรียนท่ีมีคะแนนในแต่ละช่วง
 ข้อมูลประเภทข้อความสามารถหาค่าความถ่ีได้โดยแบ่งข้อมูลออกเป็นกลุ่มๆ แล้วนับจ านวนข้อมูลใน
แต่ละกลุ่ม ตัวอย่างเช่น ข้อมูลประเภทเพศสามารถแบ่งออกเป็นกลุ่มชายและหญิง จากน้ันนับจ านวนข้อมูล
ในแต่ละกลุ่ม

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis)1.

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.018



1) การสร้างตารางความถ่ี (Frequency Table)
เป็นการสร้างตารางท่ีแสดงค่าท้ังหมดท่ีปรากฏในชุดข้อมูลและจ านวนคร้ังท่ีเกิดข้ึนส าหรับแต่ละค่า

2) การสร้างกราฟความถ่ี (Frequency Graph):
เป็นการสร้างกราฟท่ีแสดงความถ่ีของแต่ละค่า . กราฟท่ีบ่งบอกความถ่ีส่วนแบ่งของข้อมูลได้แก่ 

Histogram, Bar Chart, Pie Chart เป็นต้น
3) การค านวณค่าสถิติเบ้ืองต้น :
        ค านวณค่าเฉล่ีย (mean), ค่ามัธยฐาน (median), ค่าฐานนิยม (mode), ค่าความแปรปรวน 
(variance), และค่าเบ่ียงเบนมาตรฐาน (standard deviation) เพ่ือให้ได้ข้อมูลเพ่ิมเติมเก่ียวกับการ
กระจายของข้อมูล

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ข้ันตอนการวิเคราะห์ความถ่ี (Frequency Analysis)2.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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4) การท านายและการวิเคราะห์ทางสถิติ :
        หากข้อมูลมีลักษณะการกระจายท่ีเป็นรูปแบบ (distribution)  บางแบบ , การวิเคราะห์ความถ่ี
สามารถช่วยในการท านายและวิเคราะห์ข้อมูลเพ่ิมเติม
5) การวิเคราะห์และเปรียบเทียบความถ่ี :
        เปรียบเทียบความถ่ีของค่าต่าง ๆ ในกลุ่มหรือสองชุดข้อมูลเพ่ือดูความแตกต่าง
6) การแปลผลลัพธ์:
        ให้ข้อมูลท่ีสามารถใช้ในการตีความหรือสรุปส่ิงท่ีเราได้วิเคราะห์

 การวิเคราะห์ความถ่ีมีประโยชน์มากใน การท าความเข้าใจลักษณะของข้อมูล , การตรวจสอบความ
สมมติฐาน, และการสร้างรายงานสรุปข้อมูล

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ข้ันตอนการวิเคราะห์ความถ่ี (Frequency Analysis)2.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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1) การสร้างตารางความถ่ี (Frequency Table)
 เพ่ือสร้างตารางความถ่ี (Frequency Table), ลองพิจารณาตัวอย่างดังน้ี :
สมมุติว่าเรามีชุดข้อมูลต่อไปน้ีซ่ึงแสดงคะแนนการทดสอบของนักเรียนในรายวิชาวิทยาศาสตร์ :
คะแนน : [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
เราสามารถสร้างตารางความถ่ีได้ดังน้ี :
1. นับความถ่ีของแต่ละคะแนน :
        75 : จ านวน 3  คร้ัง
        82 : จ านวน 4  คร้ัง
        88 : จ านวน 4  คร้ัง
        92 : จ านวน 3  คร้ัง
        95 : จ านวน 1  คร้ัง

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างตารางความถ่ี (Frequency Table)3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.021



1) การสร้างตารางความถ่ี (Frequency Table)

|  คะแนน  |  จ านวนคร้ัง  |
|----------|-----------------|
|     75    |        3         |
|     82    |        4         |
|     88    |        4         |
|     92    |        3         |
|     95    |        1         |

ในตารางน้ี , เราแสดงคะแนนและจ านวนคร้ังท่ีแต่ละ
คะแนนปรากฏในชุดข้อมูล  นอกจากน้ี , สามารถเพ่ิมคอลัมน์เพ่ือ
แสดงความถ่ีสะสม (cumulative frequency) หรือความถ่ี
สัมพันธ์ (relative frequency) ได้ตามความต้องการของการ
วิเคราะห์

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างตารางความถ่ี (Frequency Table)3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ตัวอย่าง การสร้างตารางความถ่ี (Frequency Table): ในภาษา python : ในภาษา Python, คุณสามารถใช้ไลบรารี Pandas เพ่ือ
สร้างตารางความถ่ีได้ง่ายดาย น่ีคือตัวอย่างการสร้างตารางความถ่ีโดยใช้ Pandas:

import pandas as pd

# ข้อมูลตัวอย่าง: คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
# สร้าง DataFrame จากคะแนน
df = pd.DataFrame ({'คะแนน': scores })
# สร้างตารางความถ่ี
frequency_table = df['คะแนน'].value_counts ().reset_index ()
frequency_table .columns = ['คะแนน', 'จ านวนคร้ัง']
# แสดงตารางความถ่ี
print (frequency_table )

ในตัวอย่างน้ี , เราใช้ 
pd.DataFrame เพ่ือสร้าง DataFrame
จากข้อมูลคะแนน . จากน้ัน , เราใช้ 
value_counts () เพ่ือนับความถ่ีของแต่ละ
คะแนนและ reset_index () เพ่ือเปล่ียน 
index เป็นคอลัมน์ . ในท้ายท่ีสุด , เราก าหนด
ช่ือคอลัมน์ใหม่และแสดงตารางความถ่ี .

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
Lec 04 _01 _frequency_table.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างตารางความถ่ี (Frequency Table)3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.023



import pandas as pd

# ข้อมูลตัวอย่าง : คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
# สร้าง DataFrame จากคะแนน
df = pd.DataFrame ({'คะแนน ': scores })
# สร้างตารางความถ่ี
frequency_table = df ['คะแนน '].value_counts ().reset_index ()
frequency_table .columns = ['คะแนน ', 'จ านวนคร้ัง ']
# แสดงตารางความถ่ี
print (frequency_table )

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
Lec 04 _01 _frequency_table.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างตารางความถ่ี (Frequency Table)3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.024



ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
Lec 04 _01 _frequency_table.py



ตรวจสอบการติดต้ัง pandas ด้วยค าส่ัง 
pip show pandas

ใช้ค าส่ัง `pip install pandas` เพ่ือติดต้ัง Pandas จาก 
Terminal หรือ Command Prompt ใน VS Code.

pip install pandas

ตรวจสอบการติดต้ัง pandas ด้วยค าส่ัง 
pip show pandas

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.025



import pandas as pd
import matplotlib .pyplot as plt
from matplotlib import font_manager
# ก าหนดฟอนต์ภาษาไทย (ในท่ีน้ีใช้ Tahoma)
font_thai = font_manager .FontProperties (fname ="C:\\Windows \\Fonts \\tahoma.ttf" )
# ข้อมูลตัวอย่าง: คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
# สร้าง DataFrame จากคะแนน
df = pd.DataFrame ({'คะแนน': scores })
# สร้างตารางความถ่ี
frequency_table = df ['คะแนน'].value_counts ().reset_index ()
frequency_table .columns = ['คะแนน', 'จ านวนคร้ัง']
# สร้างกราฟความถ่ี
plt .bar(frequency_table ['คะแนน'], frequency_table ['จ านวนคร้ัง'], color ='skyblue ')
# ก าหนดรายละเอียดกราฟ
plt .xlabel ('คะแนน', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .ylabel ('จ านวนคร้ัง', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .title ('กราฟความถ่ีของคะแนนการทดสอบ ', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
# แสดงกราฟ
plt .show()

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.2 ช่ือไฟล์ : 
Lec 04 _02 _frequency_graph.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.026



ค าส่ังติดต้ังไลบรารี matplotlib
pip install matplotlib

ใช้ค าส่ัง `pip install pandas` เพ่ือติดต้ัง 
Pandas จาก Terminal หรือ Command 
Prompt ใน VS Code.
pip install pandas

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.027



ตัวอย่าง การสร้างตารางความถ่ี 
(Frequency Table): ในภาษา python : ในภาษา 
Python, คุณสามารถใช้ไลบรารี Pandas เพ่ือ
สร้างตารางความถ่ีได้ง่ายดาย น่ีคือตัวอย่างการ
สร้างตารางความถ่ีโดยใช้ Pandas: 
 ในท่ีน้ี , ให้เปล่ียน font_thai  เป็น 
"C:\ Windows \ Fonts \ tahoma.ttf “ หรือท่ีมี
อยู่ในระบบของคุณ  ถ้าการใช้ "Tahoma" ท างาน
ถูกต้อง , แสดงว่าปัญหามีต้นเหตุท่ีพาธของฟอน ต์

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.2 ช่ือไฟล์ : 
Lec 04 _02 _frequency_graph.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.028



import pandas as pd
import matplotlib .pyplot as plt
from matplotlib import font_manager
# ก าหนดฟอนต์ภาษาไทย (ในท่ีน้ีใช้ Tahoma)
font_thai = font_manager .FontProperties (fname ="C:\\Windows \\Fonts \\tahoma.ttf" )
# ข้อมูลตัวอย่าง: คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
# สร้าง DataFrame จากคะแนน
df = pd.DataFrame ({'คะแนน': scores })
# สร้างตารางความถ่ี
frequency_table = df['คะแนน'].value_counts ().reset_index ()
frequency_table .columns = ['คะแนน', 'จ านวนคร้ัง']
# สร้างกราฟเส้นตรง
plt .plot (frequency_table ['คะแนน'], frequency_table ['จ านวนคร้ัง'], marker ='o', color ='skyblue ')
# ก าหนดรายละเอียดกราฟ
plt .xlabel ('คะแนน', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .ylabel ('จ านวนคร้ัง', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .title ('กราฟความถ่ีของคะแนนการทดสอบ ', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
# แสดงกราฟ
plt .show()

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _03 _frequency_LineGraph.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.029



import pandas as pd
import matplotlib .pyplot as plt
from matplotlib import font_manager
# ก าหนดฟอนต์ภาษาไทย (ในท่ีน้ีใช้ Tahoma)
font_thai = font_manager .FontProperties (fname ="C:\\Windows \\Fonts \\tahoma.ttf" )
# ข้อมูลตัวอย่าง: คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
# สร้าง DataFrame จากคะแนน
df = pd.DataFrame ({'คะแนน': scores })
# สร้างตารางความถ่ี
frequency_table = df['คะแนน'].value_counts ().reset_index ()
frequency_table .columns = ['คะแนน', 'จ านวนคร้ัง']
# สร้างกราฟเส้นตรง
plt .plot (frequency_table ['คะแนน'], frequency_table ['จ านวนคร้ัง'], marker ='o', color ='skyblue ')
# ก าหนดรายละเอียดกราฟ
plt.xlabel ('คะแนน', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .ylabel ('จ านวนคร้ัง', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .title ('กราฟความถ่ีของคะแนนการทดสอบ ', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
# แสดงกราฟ
plt .show()

กราฟเส้น หากคุณต้องการเปล่ียนกราฟให้เป็นเส้นตรง (Line 
Chart) แทนท่ีจะเป็นแผนภูมิแท่ง (Bar Chart) คุณสามารถใช้ plt.plot () 
แทน plt.bar () ในการสร้างกราฟ . น่ีคือโค้ดตัวอย่าง

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _03 _frequency_LineGraph.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.030



สาเหตุท่ี กราฟเส้นตรงไม่เรียงล าดับคะแนน แต่ดูเหมือนสลับไปมา  เกิดจากข้ันตอนน้ีครับ

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _03 _frequency_LineGraph.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.030

frequency_table = df ['คะแนน '].value_counts ().reset_index ()
value_counts ()

จะเรียงข้อมูลตาม “จ านวนคร้ัง (ความถ่ี)” จากมากไปน้อยโดยอัตโนมัติ
ไม่ได้เรียงตามค่าคะแนน (75 , 82 , 88 , 92 , 95 )

ดังน้ันล าดับคะแนนท่ีได้จะเป็นประมาณน้ี



วิธีแก้ (แนะน ำ)
ให ้เรียงตำมคะแนนก่อน plot

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _03 _frequency_LineGraph.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.030

frequency_table = (
df['คะแนน']

    .value_counts ()
.reset_index ()
.rename(columns={'index': ' คะแนน', 'คะแนน': 'จ านวนคร้ัง'})

    .sort_values (by='คะแนน')   # เรียงตามคะแนน
)

plt.plot (
frequency_table ['คะแนน'],

    frequency_table ['จ านวนคร้ัง'],
    marker='o',

color=' skyblue '
)

แล้วค่อย plot



4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การสร้างกราฟความถ่ี (Frequency Graph):3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.030

import pandas as pd
import matplotlib .pyplot as plt
from matplotlib import font_manager
# ก าหนดฟอน ต์ภาษาไทย
font_thai = font_manager .FontProperties (

fname ="C:\\ Windows \\Fonts \\ tahoma.ttf"
)
# ข้อมูลตัวอย่าง
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 
75 , 82 ]
# สร้าง DataFrame
df = pd.DataFrame ({'คะแนน ': scores })
# สร้างตารางความถ่ี
frequency_table = df ['
คะแนน '].value_counts ().reset_index ()
frequency_table .columns = ['คะแนน ', 'จ านวนคร้ัง ']  
# ส าคัญมาก
frequency_table =
frequency_table .sort_values (by='คะแนน ')

# วาดกราฟเส้น
plt .plot (

frequency_table ['คะแนน '],
  frequency_table ['จ านวนคร้ัง '],
  marker ='o',

color ='skyblue '
)
# ใส่ช่ือแกนภาษาไทย
plt .xlabel ('คะแนน ', fontproperties =font_thai )
plt .ylabel ('จ านวนคร้ัง ', 
fontproperties =font_thai )
plt .title ('กราฟความถ่ีของคะแนนการทดสอบ ', 
fontproperties =font_thai )
plt .show ()

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _03 _frequency_LineGraph_ 01 .py



ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _03 _frequency_LineGraph_ 01 .py



การค านวณค่าสถิติเบ้ืองต้น , มักจะพูดถึงค่าเฉล่ีย (mean), ค่ามัธยฐาน (median), และค่าฐาน
นิยม (mode) ซ่ึงเป็นค่าสถิติท่ีใช้บ่อย . น่ีคือตัวอย่างการค านวณค่าสถิติเบ้ืองต้นโดยใช้ภาษา Python และ
ไลบรารี NumPy:

3. การค านวณค่าสถิติเบ้ืองต้น :
        ค านวณค่าเฉล่ีย (mean), ค่ามัธยฐาน (median), ค่าฐานนิยม (mode), ค่าความแปรปรวน 
(variance), และค่าเบ่ียงเบนมาตรฐาน (standard deviation) เพ่ือให้ได้ข้อมูลเพ่ิมเติมเก่ียวกับการ
กระจายของข้อมูล

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การค านวณค่าสถิติเบ้ืองต้น4.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.031



1. สร้างตารางความถ่ี (Frequency Table)
2. สร้างกราฟความถ่ี (Histogram)
3. วิเคราะห์และเปรียบเทียบ
 -ค่าเฉล่ีย (Mean):

-ค่ามัธยฐาน (Median):
-ค่าฐานนิยม (Mode):
-ค่าความแปรปรวน (Variance):
-ค่าส่วนเบ่ียงมาตรฐาน (Standard Deviation):

การวิเคราะห์และเปรียบเทียบความถ่ีช่วยให้เราทราบถึงแนวโน้มของข้อมูล , ค่าสถิติทางสถิติของข้อมูล , และการกระจายตัวของ
ข้อมูล.

การวิเคราะห์และเปรียบเทียบความถ่ี :
 การวิเคราะห์และเปรียบเทียบความถ่ี (Frequency Analysis)  เป็นกระบวนการท่ีใช้เพ่ือท าความเข้าใจและแสดงข้อมูลท่ีมีการ
กระจายตัวต่ าสูง, ค่าท่ีปรากฏบ่อย, และลักษณะทางสถิติของข้อมูล . น่ีคือบางข้ันตอนและเทคนิคท่ีใช้ในการวิเคราะห์และเปรียบเทียบความถ่ี :

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์และเปรียบเทียบความถ่ี :5.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.032



import numpy as np

# ข้อมูลตัวอย่าง: คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]

# ค านวณค่าเฉล่ีย (mean)
mean_score = np.mean (scores )
print (f'ค่าเฉล่ีย: {mean_score }')

# ค านวณค่ามัธยฐาน (median)
median_score = np.median (scores )
print (f'ค่ามัธยฐาน: {median_score }')

# ค านวณค่าฐานนิยม (mode)
mode_score = np.argmax (np.bincount (scores ))
print (f'ค่าฐานนิยม: {mode_score }')

ตัวอย่างท่ี 4.1 ช่ือไฟล์ : 
dm_frequency_table.py

ตัวอย่างท่ี 4.3 ช่ือไฟล์ : 
Lec 04 _04 _basic_Statistic_numpy.py

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์และเปรียบเทียบความถ่ี :5.
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4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์และเปรียบเทียบความถ่ี :5.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import matplotlib .pyplot as plt
import pandas as pd
from matplotlib import font_manager
# ก าหนดฟอนต์ภาษาไทย (ในท่ีน้ีใช้ Tahoma)
font_thai = font_manager .FontProperties (fname ="C:\\Windows \\Fonts \\tahoma.ttf" )
# ข้อมูลตัวอย่าง: คะแนนการทดสอบของนักเรียน
scores = [75 , 82 , 88 , 92 , 75 , 82 , 88 , 95 , 82 , 92 , 92 , 88 , 75 , 82 ]
# สร้างกราฟความถ่ี
plt .hist (scores , bins =10 , color ='skyblue ', edgecolor ='black' )
# ก าหนดรายละเอียดกราฟ
plt .xlabel ('คะแนน', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .ylabel ('จ านวนคร้ัง', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
plt .title ('Histogram ความถ่ีของคะแนนการทดสอบ', fontproperties =font_thai ) # ก าหนดฟอนต์ในรูปแบบภาษาไทย
# แสดงกราฟ
plt .show()
# ค านวณค่าสถิติ
mean_score = pd.Series (scores ).mean ()
median_score = pd.Series (scores ).median ()
mode_score = pd.Series (scores ).mode ().iloc [0]
variance_score = pd.Series (scores ).var()
std_dev_score = pd.Series (scores ).std ()
# แสดงค่าสถิติ
print (f'ค่าเฉล่ีย: {mean_score }')
print (f'ค่ามัธยฐาน: {median_score }')
print (f'ค่าฐานนิยม: {mode_score }')
print (f'ค่าความแปรปรวน: {variance_score }')
print (f'ค่าส่วนเบ่ียงมาตรฐาน: {std_dev_score }')

ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
dm_statistic_numpy_compare.py

ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
Lec 04 _05 _statistic_numpy_compare.py
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โปรแกรมน้ีจะแสดงกราฟความถ่ีและค่าสถิติ
ของคะแนนการทดสอบ ในบางกรณี , ค าส่ัง 
pd.Series (scores) ถูกเพ่ิมเข้าไปเพ่ือให้ Pandas รู้จัก
กับข้อมูลของคุณ

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์และเปรียบเทียบความถ่ี :5.
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ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
dm_statistic_numpy_compare.py

ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
Lec 04 _05 _statistic_numpy_compare.py



ตัวอย่างการใช้การวิเคราะห์ความถ่ี ได้แก่
    1)  การวิเคราะห์พฤติกรรมการซ้ือของผู้บริโภค เช่น สินค้าใดท่ีผู้บริโภคนิยมซ้ือมากท่ีสุด สินค้าใดท่ี
ผู้บริโภคซ้ือบ่อยท่ีสุด เป็นต้น
    2)  การวิเคราะห์รูปแบบการกระจายของคะแนนสอบ เช่น คะแนนสอบส่วนใหญ่อยู่ในช่วงใด คะแนน
สอบกระจายตัวมากน้อยเพียงใด เป็นต้น
    3)  การวิเคราะห์ความแปรปรวนของราคาสินค้า เช่น ราคาสินค้าแปรปรวนมากน้อยเพียงใด เป็นต้น
 
 การวิเคราะห์ความถ่ีเป็นเทคนิคการวิเคราะห์ข้อมูลพ้ืนฐานท่ีมีความส าคัญและมีประโยชน์ในการ
วิเคราะห์ข้อมูลต่างๆ

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างการวิเคราะห์ความถ่ี (Frequency Analysis)6.
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ตัวอย่างการใช้การวิเคราะห์ความถ่ี 
ได้แก่
    1)  การวิเคราะห์พฤติกรรมการซ้ือของ
ผู้บริโภค เช่น สินค้าใดท่ีผู้บริโภคนิยมซ้ือมาก
ท่ีสุด สินค้าใดท่ีผู้บริโภคซ้ือบ่อยท่ีสุด เป็นต้น

4.2 4.2.1 การวิเคราะห์ความถ่ี (Frequency Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างการวิเคราะห์ความถ่ี (Frequency Analysis)6.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ตัวอย่าง Data Set: พฤติกรรมการซื้อของ
ผู้บริโภค

ค าอธิบายแต่ละตัวแปร
•Transaction_ID : รหัสการซื้อ
•Customer_ID : รหัสลูกค้า
•เพศ / อาย ุ: ข้อมูลประชากรศาสตร์
•สินค้า : ชื่อสินค้า
•หมวดสินค้า : ใช้จัดกลุ่ม
•ราคา : ราคาต่อหน่วย
•จ านวน : จ านวนที่ซื้อ
•วันที่ซื้อ : วิเคราะห์พฤติกรรมตามเวลา



4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1. Skewness ( การดูทิศทางของการกระจาย )
   - Positive Skewness ( เบ้หวาน ): หาก Skewness เป็นบวก , น้ันหมายถึงข้อมูลมีการกระจายท่ีมีค่ามากไปทางขวามือของ
กราฟ. ค่าเฉล่ียมีแนวโน้มท่ีมากกว่าค่ามัธยฐาน .
   - Negative Skewness ( เบ้สมมติ ): ถ้า Skewness เป็นลบ , น้ันหมายถึงข้อมูลมีการกระจายท่ีมีค่ามากไปทางซ้ายมือของ
กราฟ. ค่าเฉล่ียมีแนวโน้มท่ีน้อยกว่าค่ามัธยฐาน .

2. Kurtosis ( การวัดการกระจายตัว )
   - Leptokurtic (Kurtosis > 3): มีการกระจายตัวมากข้ึนท่ีหลังจากมีค่าสูง (ความกระชับของกราฟมาก ).
   - Mesokurtic (Kurtosis = 3): มีการกระจายตัวเท่ากับกราฟปกติ (ความกระชับของกราฟเท่ากับกราฟปกติ ).
   - Platykurtic (Kurtosis < 3): มีการกระจายตัวน้อยลงท่ีหลังจากมีค่าสูง (ความกระชับของกราฟน้อย ).

การวิเคราะห์การกระจาย (Distribution Analysis) คือ การวิเคราะห์และการแปลผลลัพธ์ใน
แง่มุมของ Skewness, Kurtosis, และ Outliers มีความส าคัญในการเข้าใจลักษณะการกระจายของ
ข้อมูล
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4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

การวิเคราะห์การกระจาย (Distribution Analysis) คือ การวิเคราะห์และการแปลผลลัพธ์ใน
แง่มุมของ Skewness, Kurtosis, และ Outliers มีความส าคัญในการเข้าใจลักษณะการกระจายของ
ข้อมูล

การแปลผลลัพธ์:
- หาก Skewness เป็นบวก : ข้อมูลมีแนวโน้มไปทางขวามือของกราฟ .
- หาก Skewness เป็นลบ : ข้อมูลมีแนวโน้มไปทางซ้ายมือของกราฟ .
- หาก Kurtosis > 3: ข้อมูลมีการกระจายตัวมากข้ึนหลังจากมีค่าสูง .
- หาก Kurtosis < 3: ข้อมูลมีการกระจายตัวน้อยลงท่ีหลังจากมีค่าสูง .
- การพิจารณา Outliers ช่วยในการตรวจสอบข้อมูลท่ีอาจต้องการการตรวจสอบเพ่ิมเติม .

 การวิเคราะห์เหล่าน้ีช่วยให้ผู้วิเคราะห์เข้าใจลักษณะของข้อมูลและการกระจายตัวของข้อมูล , ซ่ึงเป็นประโยชน์ในการ
ตัดสินใจและการวางแผน .
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4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

ความหมายของการวิเคราะห์การกระจาย (Distribution Analysis) เป็นเทคนิคการวิเคราะห์ข้อมูล

เพ่ือหารูปแบบการกระจายของข้อมูล โดยรูปแบบการกระจายของข้อมูล หมายถึง ลักษณะการกระจายของข้อมูล เช่น การ
กระจายแบบปกติ การกระจายแบบเชิงเส้น การกระจายแบบทวินาม เป็นต้น
 การวิเคราะห์การกระจายเป็นเทคนิคการวิเคราะห์ข้อมูลข้ันพ้ืนฐานท่ีใช้ในการอธิบายลักษณะท่ัวไปของข้อมูล โดย
รูปแบบการกระจายของข้อมูลสามารถช่วยให้เราเข้าใจว่าข้อมูลส่วนใหญ่มีค่าอยู่ท่ีใด มีค่าท่ีผิดปกติหรือไม่ และนอกจากน้ียังเป็น
การจัดเตรียมข้อมูลเพ่ือความสะดวกในการวิเคราะห์ข้อมูลข้ันต่อไป
 การวิเคราะห์การกระจายสามารถใช้ได้กับข้อมูลประเภทตัวเลขหรือข้อมูลประเภทข้อความ โดยข้อมูลประเภทตัวเลข
สามารถหารูปแบบการกระจายได้โดยสร้างแผนภูมิการกระจายของข้อมูล เช่น แผนภูมิแท่ง แผนภูมิเส้น แผนภูมิความถ่ีสะสม 
เป็นต้น
 ข้อมูลประเภทข้อความสามารถหารูปแบบการกระจายได้โดยสร้างแผนภูมิการกระจายของข้อมูล เช่น แผนภูมิวงกลม 
แผนภูมิแท่ง เป็นต้น

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ความหมายของการวิเคราะห์การกระจาย (Distribution Analysis)1.
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การวิเคราะห์การกระจายสามารถแบ่งออกเป็นประเภท
ต่างๆ ได้ดังน้ี
 การกระจายแบบปกติ (Normal Distribution) เป็น
รูปแบบการกระจายของข้อมูลท่ัวไป โดยข้อมูลจะกระจายตัวเป็น
รูปทรงระฆังคว่ า โดยข้อมูลส่วนใหญ่จะอยู่ในช่วงกลางของข้อมูล 
และข้อมูลจะกระจายตัวน้อยลงเม่ืออยู่ห่างจากส่วนกลางของข้อมูล 
 รูปทรงของการแจกแจงจะมีลักษณะเป็นรูประฆังคว่ า  มี
ความสมมาตรกันท้ัง 2 ด้าน  ซ่ึงมีค่าเฉล่ียอยู่ในต าแหน่งแกน
สมมาตร (ต าแหน่งตรงกลาง )  และมีส่วนเบ่ียงเบนมาตรฐานเป็นค่า
แสดงการกระจายของข้อมูล  และอยู่ท่ีต าแหน่งจุดเปล่ียนแกนของ
เส้นโค้ง การกระจายแบบปกติ 

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ประเภทของการวิเคราะห์การกระจาย2.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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การกระจายแบบปกติ 

การกระจายแบบปกติ ( Normal 
Distribution)
 เพ่ือสร้างตัวอย่างข้อมูลท่ีมีการกระจายแบบ
ปกติในภาษา Python, เราสามารถใช้ NumPy และ 
Matplotlib มาช่วย. ต่อไปน้ีคือตัวอย่างโค้ดท่ีสร้าง
ข้อมูลท่ีมีการกระจายแบบปกติและแสดง 
Histogram

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ประเภทของการวิเคราะห์การกระจาย (ต่อ…)2.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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การกระจายแบบปกติ 

ตัวอย่างการวิเคราะห์และการแปล
ผลลัพธ์ในแง่มุมของ Skewness, 
Kurtosis,  และ Outliers,  เราจะใช้ไลบรารี 
Pandas และ Seaborn ใน Python  
ตัวอย่างน้ีจะใช้ข้อมูลท่ีสร้างจากการสุ่มแบบ
ปกติ (normal distribution) และการเพ่ิม 
Outliers

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ประเภทของการวิเคราะห์การกระจาย (ต่อ…)2.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ตัวอย่างการวิเคราะห์และการแปลผลลัพธ์ในแง่มุมของ Skewness, Kurtosis,  และ 
Outliers,  เราจะใช้ไลบรารี Pandas และ Seaborn ใน Python  ตัวอย่างน้ีจะใช้ข้อมูลท่ีสร้างจาก
การสุ่มแบบปกติ (normal distribution) และการเพ่ิม Outliers
ตัวอย่างการใช้การวิเคราะห์การกระจาย

• การวิเคราะห์รูปแบบการกระจายของคะแนนสอบ เช่น คะแนนสอบส่วนใหญ่อยู่ในช่วงใด คะแนนสอบกระจายตัวมาก
น้อยเพียงใด เป็นต้น

• การวิเคราะห์รูปแบบการกระจายของราคาสินค้า เช่น ราคาสินค้าแปรปรวนมากน้อยเพียงใด เป็นต้น

• การวิเคราะห์รูปแบบการกระจายของข้อมูลประชากร เช่น ประชากรส่วนใหญ่มีอายุประมาณเท่าใด ประชากรกระจายตัว
มากน้อยเพียงใด เป็นต้น

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import numpy as np
import pandas as pd
import seaborn as sns
import matplotlib .pyplot as plt

# สร้างข้อมูลท่ีสุ่มแบบปกติ
np.random .seed (42 )
data = np.random .normal (loc =0, scale =1, size =1000 )
# เพ่ิม Outliers
outliers = np.array([8, 10 , -7, -6])
data = np.concatenate ([data , outliers ])
# สร้าง DataFrame
df = pd.DataFrame ({'Data': data })
# พล็อต Histogram
sns .histplot (df['Data'], kde =True)
plt .title ('Histogram Data' )
# แสดงกราฟ
plt .show()

# ค านวณ Skewness และ Kurtosis
skewness = df ['Data'].skew ()
kurtosis = df ['Data'].kurtosis ()
# แสดงผล Skewness และ Kurtosis
print (f'Skewness : {skewness }')
print (f'Kurtosis : {kurtosis }')
# แสดงตารางความถ่ี
frequency_table = pd.cut (df ['Data'], 
bins =20 ).value_counts ().sort_index ().reset_index ()
frequency_table .columns = ['ช่วง', 'จ านวน']
print ('\nตารางความถ่ี:')
print (frequency_table )
# พล็อต Boxplot เพ่ือแสดง Outliers
sns .boxplot (x=df ['Data'])
plt .title ('Boxplot ข้อมูล')
# แสดงกราฟ
plt .show()

Part01 สร้างข้อมูล Part02 วิเคราะห์การกระจาย

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.
ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
dm_statistic_numpy_compare.py

ตัวอย่างท่ี 4.6 ช่ือไฟล์ : 
Lec 04 _06 _statistic_numpy_compare.py

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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1. import numpy as np
2. import pandas as pd
3. import seaborn as sns
4. import matplotlib .pyplot as plt
5.

# สร้างข้อมูลท่ีสุ่มแบบปกติ
6. np.random .seed (42 )
7. data = np.random .normal (loc =0, scale =1, 

size =1000 )
# เพ่ิม Outliers

8. outliers = np.array([8, 10 , -7, -6])
9. data = np.concatenate ([data , outliers ])

# สร้าง DataFrame
10. df = pd.DataFrame ({'Data': data})

# พล็อต Histogram
11. sns .histplot (df['Data'], kde =True)
12. plt .title ('Histogram Data' )

# แสดงกราฟ
13. plt .show()

14. # ค านวณ Skewness และ Kurtosis
15. skewness = df['Data'].skew ()
16. kurtosis = df['Data'].kurtosis ()

# แสดงผล Skewness และ Kurtosis
17. print (f'Skewness : {skewness }')
18. print (f'Kurtosis : {kurtosis }')
19. # แสดงตารางความถ่ี
20. frequency_table = pd.cut (df['Data'], 

bins =20 ).value_counts ().sort_index ().reset_inde
x()

21. frequency_table .columns = ['ช่วง', 'จ านวน']
22. print ('\nตารางความถ่ี:')
23. print (frequency_table )

# พล็อต Boxplot เพ่ือแสดง Outliers
24. sns .boxplot (x=df['Data'])
25. plt.title ('Boxplot ข้อมูล')

# แสดงกราฟ
26. plt.show()

Part01 สร้างข้อมูล Part02 วิเคราะห์การกระจาย

ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
dm_statistic_numpy_compare.py

ตัวอย่างท่ี 4.6 ช่ือไฟล์ : Lec 04 _06 _statistic_numpy_compare.py



4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3. ผลลัพธ์

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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จากตัวอย่างท่ี 4.6 น้ี:
    เราสร้างข้อมูลท่ีสุ่มแบบปกติด้วย numpy.random.normal และเพ่ิม Outliers

พล็อต Histogram เพ่ือแสดงการกระจายของข้อมูล
    ค านวณและแสดงผล Skewness และ Kurtosis

พล็อต Boxplot เพ่ือแสดง Outliers ท่ีอาจจะปรากฏ

ผลลัพธ์:

    Skewness บวกแสดงถึงการเบ้หวานของข้อมูล
    Kurtosis มากกว่า 3 แสดงถึงลักษณะ Leptokurtic ท่ีมีการกระจายตัวมากข้ึนหลังจากมีค่าสูง
    จาก Boxplot และ Histogram แสดงให้เห็น Outliers ท่ีมีค่าท่ีต่างจากค่าปกติมาก

การวิเคราะห์และการแปลผลลัพธ์ช่วยให้เราเข้าใจลักษณะของข้อมูลและปรับตัวแบบการวิเคราะห์ต่อไป

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3. การแปลผลลัพธ์

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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Seaborn เป็นไลบรารีส าหรับการท างานกับการแสดงผลข้อมูลทางสถิติ (statistical data visualization) ในภาษา 
Python. Seaborn ถูกพัฒนาข้ึนบน Matplotlib ( ไลบรารีการท างานกับกราฟและแผนภูมิใน Python) เพ่ือช่วยในการสร้างกราฟท่ี
สวยงามและมีสไตล์ส าหรับการแสดงผลข้อมูลทางสถิติ .

คุณสมบัติท่ี Seaborn มีครบถ้วนและท าให้การแสดงผลข้อมูลเป็นเร่ืองง่ายมากข้ึน รวมถึง :

•     การจัดรูปแบบกราฟ : Seaborn มีรูปแบบกราฟท่ีสวยงามและมีสไตล์ , ท าให้ง่ายต่อการสร้างกราฟท่ีมีความน่าสนใจ .

•     การจัดการข้อมูลท่ีซับซ้อน : สามารถจัดการข้อมูลท่ีมีความซับซ้อนได้ง่ายด้วยฟังก์ชันท่ีให้มาพร้อมกับ Seaborn.

Seaborn

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.
การติดต้ังไลบรารี 

Seaborn
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• การสนับสนุนตัวแปรสถิติ : Seaborn มีฟังก์ชันท่ีช่วยในการท างานกับตัวแปรสถิติเช่นการค านวณและแสดงกราฟการกระจาย 
(distribution plots), แผนภูมิกลุ่ม (categorical plots), แผนภูมิความสัมพันธ์ (relational plots), และอ่ืน ๆ

• การรองรับ Pandas DataFrame : Seaborn สามารถใช้งานร่วมกับ Pandas DataFrame ได้อย่างสมบูรณ์ , ท าให้ง่ายต่อการท างาน
กับข้อมูลท่ีมีโครงสร้าง

ตลอดจน, Seaborn เป็นเคร่ืองมือท่ีมีประสิทธิภาพส าหรับ การท า ข้อมูลทางสถิติท่ีซับซ้อนและกราฟใน Python

Seaborn ( ต่อ…)

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.
การติดต้ังไลบรารี 

Seaborn

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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Seaborn ( ต่อ…)

pip install seaborn
pip install seaborn คือค าส่ังท่ีใช้ในการติดต้ังไลบรารี Seaborn ผ่านทาง pip (Python package installer). pip เป็น

เคร่ืองมือท่ีใช้ในการจัดการและติดต้ังไลบรารี (libraries) หรือแพ็คเกจ (packages) ใน Python 

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.
การติดต้ังไลบรารี 

Seaborn

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import numpy as np
import matplotlib .pyplot as plt
# สร้างข้อมูลท่ีมีการกระจายแบบปกติ
mean = 0 # ค่าเฉล่ีย
std_dev = 1 # ส่วนเบ่ียงมาตรฐาน
sample_size = 1000 # ขนาดตัวอย่าง
# สุ่มข้อมูลจากการกระจายแบบปกติ
data = np.random .normal (mean , std_dev , sample_size )
# พล็อต Histogram เพ่ือแสดงการกระจาย
plt .hist (data , bins =30 , density =True, alpha =0.7, color ='skyblue ', edgecolor ='black' )
# พล็อต เส้นกราฟ Probability Density Function (PDF) ของการกระจายปกติ
xmin , xmax = plt .xlim ()
x = np.linspace (xmin , xmax , 100 )
p = (1/(std_dev * np.sqrt (2 * np.pi))) * np.exp (-0.5 * ((x - mean )/std_dev )**2)
plt .plot (x, p, 'k', linewidth =2)
# ก าหนดรายละเอียดกราฟ
plt .title ('Normal Distribution' )
plt .xlabel ('Value')
plt .ylabel ('Probability Density' )
# แสดงกราฟ
plt .show()

การกระจายแบบปกติ 

ตัวอย่าง 4.7 : Lec 04 _07 _Normal_Distributtion.py

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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1. import numpy as np
2. import matplotlib .pyplot as plt

# สร้างข้อมูลท่ีมีการกระจายแบบปกติ
3. mean = 0 # ค่าเฉล่ีย
4. std_dev = 1 # ส่วนเบ่ียงมาตรฐาน
5. sample_size = 1000 # ขนาดตัวอย่าง

# สุ่มข้อมูลจากการกระจายแบบปกติ
6. data = np.random .normal (mean , std_dev , sample_size )

# พล็อต Histogram เพ่ือแสดงการกระจาย
7. plt.hist (data , bins =30 , density =True, alpha =0.7, color ='skyblue ', edgecolor ='black' )

# พล็อต เส้นกราฟ Probability Density Function (PDF) ของการกระจายปกติ
8. xmin , xmax = plt.xlim ()
9. x = np.linspace (xmin , xmax , 100 )
10. p = (1/(std_dev * np.sqrt (2 * np.pi))) * np.exp (-0.5 * ((x - mean )/std_dev )**2)
11. plt.plot (x, p, 'k', linewidth =2)

# ก าหนดรายละเอียดกราฟ
12. plt.title ('Normal Distribution' )
13. plt.xlabel ('Value')
14. plt.ylabel ('Probability Density' )

# แสดงกราฟ
15. plt.show()

ตัวอย่างท่ี 4.5 ช่ือไฟล์ : 
dm_statistic_numpy_compare.py

ตัวอย่างท่ี 4.7 ช่ือไฟล์ : 
Lec 04 _07 _Normal_Distributtion.py



ในตัวอย่างน้ี :

• ใช้ numpy.random.normal เพ่ือสร้างข้อมูลท่ีสุ่มมาจากการกระจายแบบปกติ .
• พล็อต Histogram เพ่ือแสดงการกระจายของข้อมูล
• พล็อต Probability Density Function (PDF) ของการกระจายปกติเพ่ือแสดงรูปแบบการ

กระจาย

 ค่า mean และ std_dev สามารถถูกปรับเปล่ียนเพ่ือสร้างการกระจายท่ีมีค่าเฉล่ียและส่วนเบ่ียง
มาตรฐานท่ีต่างกัน .

ตัวอย่าง 4.7 : Lec 04 _07 _Normal_Distributtion.py

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3. อภิปรายผล
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การกระจายแบบเชิงเส้น (Linear Distribution) 
การกระจายแบบเชิงเส้น (Linear Distribution) 

เป็นรูปแบบการกระจายของข้อมูล โดยข้อมูลจะกระจายตัว
เป็นรูปเส้นตรง โดยข้อมูลจะเพ่ิมข้ึนหรือลดลงอย่างสม่ าเสมอ 

การกระจายแบบเชิงเส้น

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3. อภิปรายผล

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import numpy as np
import matplotlib .pyplot as plt
# สร้างข้อมูลท่ีกระจายแบบเชิงเส้น
start = 1
end = 10
sample_size = 1000
# สร้างข้อมูลตามสมการเชิงเส้น
data = np.linspace (start , end , sample_size )
# พล็อต Histogram เพ่ือแสดงการกระจาย
plt .hist (data , bins =30 , density =True, alpha =0.7, color ='skyblue ', edgecolor ='black' )
# ก าหนดรายละเอียดกราฟ
plt .title ('Linear Distribution' )
plt .xlabel ('Value')
plt .ylabel ('Probability Density' )
# แสดงกราฟ
plt .show()

ตัวอย่าง 4.8 
Lec 04 _08 _Linear_Distributtion.py

การกระจายแบบปกติ 

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3. กราฟแท่ง
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1. import numpy as np
2. import matplotlib .pyplot as plt

# สร้างข้อมูลท่ีกระจายแบบเชิงเส้น
3. start = 1
4. end = 10
5. sample_size = 1000
6. # สร้างข้อมูลตามสมการเชิงเส้น
7. data = np.linspace (start , end , sample_size )

# พล็อต Histogram เพ่ือแสดงการกระจาย
8. plt .hist (data , bins =30 , density =True, alpha =0.7, color ='skyblue ', edgecolor ='black' )
9. # ก าหนดรายละเอียดกราฟ
10. plt .title ('Linear Distribution' )
11. plt .xlabel ('Value')
12. plt .ylabel ('Probability Density' )

# แสดงกราฟ
13. plt .show()

ตัวอย่าง 4.8 
Lec 04 _08 _Linear_Distributtion.py



การกระจายแบบทวินาม (Binomial Distribution)

 การกระจายแบบทวินาม (Binomial Distribution) เป็น
รูปแบบการกระจายของข้อมูล โดยข้อมูลจะกระจายตัวเป็นสองกลุ่มเท่าๆ 
กัน เช่น ผลลัพธ์ของการแข่งขันกีฬา เป็นต้น 

สรุป
 การวิเคราะห์การกระจายเป็นเทคนิคการวิเคราะห์ข้อมูลพ้ืนฐานท่ี
มีความส าคัญและมีประโยชน์ในการวิเคราะห์ข้อมูลต่างๆ โดยรูปแบบการ
กระจายของข้อมูลสามารถช่วยให้เราเข้าใจลักษณะท่ัวไปของข้อมูล และ
สามารถน าไปใช้ท าการวิเคราะห์ข้อมูลข้ันต่อไป

การกระจายแบบทวินาม

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.
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import numpy as np
import matplotlib .pyplot as plt
from scipy .stats import binom
# พารามิเตอร์ของการกระจายแบบทวินาม
n = 10 # จ านวนทดลอง
p = 0.5 # ความน่าจะเป็นของการส าเร็จในแต่ละทดลอง
# สร้างข้อมูล
data = np.arange (0, n+1)
probabilities = binom .pmf (data , n, p)
# พล็อตการกระจายแบบทวินาม
plt .bar (data , probabilities , color ='skyblue ', edgecolor ='black' , alpha =0.7 )
# ก าหนดรายละเอียดกราฟ
plt .title ('Binomial Distribution' )
plt .xlabel ('Number of Successes' )
plt .ylabel ('Probability' )
# แสดงกราฟ
plt .show ()

ตัวอย่าง 4.8 : Lec 04 _08 _Linear_Distributtion.py

การกระจายแบบทวินาม

4.2 4.2.2 การวิเคราะห์การกระจาย (Distribution Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์การกระจาย3.

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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•  การวิเคราะห์ความสัมพันธ์ (Relational Analysis) เป็นหน่ึงในเทคนิคเชิงสถิติท่ี
ใช้เพ่ือศึกษาและวิเคราะห์ความสัมพันธ์ระหว่างตัวแปรหรือตัวช้ีวัดในชุดข้อมูล . 
ความสัมพันธ์น้ีสามารถเป็นไปได้ในรูปแบบต่าง ๆ เช่น ความสัมพันธ์บวก , ความสัมพันธ์
ลบ, หรือไม่มีความสัมพันธ์ .

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ความหมายของการวิเคราะห์ความสัมพันธ์ (Relational Analysis) 1.
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การวิเคราะห์ความสัมพันธ์ (Relational Analysis) เป็นหน่ึงในเทคนิคเชิงสถิติท่ีใช้เพ่ือศึกษาและวิเคราะห์
ความสัมพันธ์ระหว่างตัวแปรหรือตัวช้ีวัดในชุดข้อมูล . ความสัมพันธ์น้ีสามารถเป็นไปได้ในรูปแบบต่าง ๆ เช่น ความสัมพันธ์บวก , 
ความสัมพันธ์ลบ , หรือไม่มีความสัมพันธ์ .
 นิยามของความสัมพันธ์ระหว่างตัวแปรสามารถท าได้โดยใช้ตัวช้ีวัดทางสถิติบางประการ ซ่ึงตัวช้ีวัดท่ีมักจะใช้มีดังน้ี :

1) สหสัมพันธ์ (Correlation ):
2) การทดสอบสมมุติฐาน (Hypothesis Testing):
3) การวิเคราะห์เชิงเส้น (Linear Regression):
4) การวิเคราะห์ความแปรปรวน (Variance Analysis):
 การวิเคราะห์ความสัมพันธ์มีวัตถุประสงค์หลายประการ เช่น การท านาย, การจัดการและปรับปรุงกระบวนการทางธุรกิจ
, หรือการค้นหาปัจจัยท่ีสามารถอธิบายความแปรปรวนของตัวแปรตามได้

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ความหมายของการวิเคราะห์ความสัมพันธ์ (Relational Analysis)  ต่อ…1.
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1) สหสัมพันธ์ (Correlation): เป็นตัวช้ีวัดท่ีใช้วัดความสัมพันธ์ระหว่างตัวแปรท่ีมีการเปล่ียนแปลงพร้อม ๆ กัน โดย
ใช้สหสัมพันธ์ . ค่าสหสัมพันธ์อยู่ในช่วง -1 ถึง 1, โดย -1 แสดงถึงความสัมพันธ์ลบท่ีสมบูรณ์ , 1 แสดงถึงความสัมพันธ์บวกท่ี
สมบูรณ์, และ 0 แสดงถึงไม่มีความสัมพันธ์ .

2) การทดสอบสมมุติฐาน (Hypothesis Testing): การทดสอบสมมุติฐานเป็นเทคนิคท่ีใช้สถิติเพ่ือทดสอบ
ความสัมพันธ์ระหว่างตัวแปร ในบางกรณี , การทดสอบสมมุติฐานสามารถบอกถึงว่ามีหรือไม่มีความสัมพันธ์

    3) การวิเคราะห์เชิงเส้น (Linear Regression): เป็นเทคนิคท่ีใช้เพ่ือวิเคราะห์ความสัมพันธ์ระหว่างตัวแปรต้นและตัว
แปรตาม โดยพยายามให้มีเส้นตรงท่ีเข้ากับข้อมูลให้ดีท่ีสุด .

 4) การวิเคราะห์ความแปรปรวน (Variance Analysis): เป็นการวิเคราะห์การแปรปรวนของตัวแปรตามในบริบท
ของตัวแปรต้น ซ่ึงช่วยใน การท าความเข้าใจถึงการกระจายของข้อมูล .

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ประเภทของการวิเคราะห์ความสัมพันธ์ (Relational Analysis) 2.
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1 สหสัมพันธ์ (Correlation)
 แปลเป็นภาษาไทยว่า "ความสัมพันธ์ " หรือ "การเก่ียวพัน " หมายถึง ความสัมพันธ์ระหว่างสองส่ิง
หรือมากกว่าน้ันว่ามีความเก่ียวข้องกันหรือไม่อย่างไร โดยความสัมพันธ์ดังกล่าวอาจหมายถึงความสัมพันธ์
เชิงปริมาณ (quantitative relationship)  หรือความสัมพันธ์เชิงคุณภาพ (qualitative 
relationship)

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)
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สหสัมพันธ์ (Correlation) เป็นตัวช้ีวัดทางสถิติท่ีใช้วัดความสัมพันธ์ระหว่างตัวแปรสองตัว วัดความเก่ียวข้องและทิศทางของ
ความสัมพันธ์ระหว่างตัวแปรน้ัน ๆ วัดความสัมพันธ์ว่ามีแนวโน้มเปล่ียนแปลงไปพร้อมกันหรือไม่ และในทิศทางใดบ้าง .
การวัดสหสัมพันธ์ใช้ค่าท่ีเรียกว่า "ค่าสหสัมพันธ์ " (Correlation Coefficient) ซ่ึงมักแทนด้วยสัญลักษณ์ "r". ค่าสหสัมพันธ์มีค่าระหว่าง -
1 ถึง 1:
• ค่า r = 1 แสดงถึงความสัมพันธ์บวกท่ีสมบูรณ์ หรือความสัมพันธ์แบบเส้นตรงบวกท่ีสมบูรณ์ ค่าตัวแปรต้นเพ่ิมข้ึน ตัวแปรตามก็เพ่ิมข้ึน .
• ค่า r = -1 แสดงถึงความสัมพันธ์ลบท่ีสมบูรณ์ หรือความสัมพันธ์แบบเส้นตรงลบท่ีสมบูรณ์ ค่าตัวแปรต้นเพ่ิมข้ึน ตัวแปรตามก็ลดลง .
• ค่า r = 0 แสดงถึงไม่มีความสัมพันธ์ทางเส้นตรงระหว่างตัวแปรสอง ตัว
ค่าสหสัมพันธ์สามารถค านวณได้ตามสูตร Pearson Correlation Coefficient ดังน้ี:
r=∑(Xi −Xˉ)(Yi −Yˉ)∑(Xi −Xˉ)2∑(Yi −Yˉ)2r=∑(Xi −Xˉ)2∑(Yi −Yˉ)2
∑(Xi −Xˉ)(Yi −Yˉ)
ท่ี Xi Xi และ Yi Yi คือค่าของตัวแปรต้นและตัวแปรตามในตัวอย่างท่ี i, XˉXˉ และ YˉYˉ คือค่าเฉล่ียของตัวแปรต้นและตัวแปรตาม , และ 
∑∑ หมายถึงผลรวม .

การท าวิเคราะห์สหสัมพันธ์ช่วยให้เราเข้าใจแนวโน้มและความสัมพันธ์ระหว่างข้อมูล ซ่ึงมีประโยชน์ในหลายด้าน เช่น การวิเคราะห์
ข้อมูล, การท านาย, หรือการตรวจสอบสมมุติฐานในการ วิจัย

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ภาษา Python, คุณสามารถใช้ไลบรารี numpy หรือ pandas เพ่ือค านวณ correlation ระหว่างตัวแปรได้ง่าย ๆ ตัวอย่างเช่น :

import numpy as np

# สร้างข้อมูลตัวอย่าง
x = np.array ([1, 2, 3, 4, 5])
y = np.array ([2, 4, 5, 4, 5])

# ค านวณ correlation coefficient
correlation_coefficient = np.corrcoef (x, y)[ 0, 1]

print( f"Correlation Coefficient: { correlation_coefficient }")

1 สหสัมพันธ์ (Correlation)
ตัวอย่าง 4.9 : Lec 04 _09 _Correlation_numpy.py

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import numpy as np

# สร้างข้อมูลตัวอย่าง ชุดละ 20 ตัว
x = np.array ([1, 2, 3, 4, 5, 6, 7, 8, 9, 10 , 11 , 12 , 13 , 14 , 15 , 16 , 17 , 18 , 19 , 20 , 21 , 22 , 23 , 24 , 25 ])
y = np.array ([2, 4, 1, 5, 7, 3, 8, 10 , 6, 12 , 9, 15 , 14 , 11 , 18 , 16 , 20 , 22 , 24 , 21 , 25 , 23 , 19 , 17 , 13 ])
# ค านวณ correlation coefficient
correlation_coefficient = np.corrcoef (x, y)[ 0, 1]

print( f"Correlation Coefficient: { correlation_coefficient }")

ภาษา Python, คุณสามารถใช้ไลบรารี numpy หรือ pandas เพ่ือค านวณ correlation ระหว่างตัวแปรได้ง่าย ๆ ตัวอย่างเช่น :

1 สหสัมพันธ์ (Correlation)
ตัวอย่าง 4.9 : Lec 04 _09 _Correlation_numpy.py

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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x = np.array ([1, 2, 3, 4, 5, 6, 7, 8, 9, 10 , 11 , 12 , 13 , 14 , 15 , 16 , 17 , 18 , 19 , 20 , 21 , 22 , 23 , 24 , 25 ])
y = np.array ([2, 4, 1, 5, 7, 3, 8, 10 , 6, 12 , 9, 15 , 14 , 11 , 18 , 16 , 20 , 22 , 24 , 21 , 25 , 23 , 19 , 17 , 13 ])

การใช้งาน numpy
ตัวอย่าง 4.9 : Lec 04 _10 _Correlation_numpy 01 .py
Correlation_Coefficient : 0.8653846153846154

ภาษา Python, คุณสามารถใช้ไลบรารี numpy หรือ pandas เพ่ือค านวณ correlation ระหว่างตัวแปรได้ง่าย ๆ ตัวอย่างเช่น :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ภาษา Python, คุณสามารถใช้ไลบรารี numpy หรือ pandas เพ่ือค านวณ correlation ระหว่างตัวแปรได้ง่าย ๆ ตัวอย่างเช่น :

import numpy as np

# สร้างข้อมูล x และ y ท่ีแตกต่างกัน
x_data = np.arange (1, 21 )  # สร้างล าดับตัวเลข 1-20 ส าหรับ x
y_data = x_data + np.random.normal (0, 3, 20 )  # สร้าง y โดยเพ่ิม noise ท่ีแตกต่างกัน

# ค านวณ correlation coefficient
correlation_coefficient = np.corrcoef (x_data , y_data )[0, 1]

print( f"Correlation Coefficient: { correlation_coefficient }")

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

การใช้งาน numpy
ตัวอย่าง 4.9 : Lec 04 _10 _Correlation_numpy_noise.py
Correlation_Coefficient : 0.8653846153846154

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.067



import numpy as np

# สร้างข้อมูล x และ y ท่ีมี correlation coefficient ติดลบ
x_data = list (range (1, 21 ))
y_data = [-2*x + 30 for x in x_data ] # สร้าง y โดยใช้สมการเชิงเส้นท่ีมีค่าความเข้มงวดตรงข้าม
# ค านวณ correlation coefficient
correlation_coefficient = np.corrcoef (x_data , y_data )[0, 1]

print (f"Correlation Coefficient: {correlation_coefficient }")

ภาษา Python, คุณสามารถใช้ไลบรารี numpy หรือ pandas เพ่ือค านวณ correlation ระหว่างตัวแปรได้ง่าย ๆ ตัวอย่างเช่น :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

การใช้งาน numpy
ตัวอย่าง 4.9 : 
Lec 04 _10 _Correlation_numpy_noise 02 .py

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ยังไม่ได้น าเข้า numpy

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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Correlation coefficient ท่ีคุณได้รับคือ 0.7745966692414834 แสดงถึงความสัมพันธ์บวกท่ีมีความเข้มงวด (positive 
correlation) ระหว่างตัวแปรท่ีค านวณ (อาจจะเป็น x และ y ในตัวอย่างข้างบน ).

ค่า correlation coefficient มีค่าระหว่าง -1 ถึง 1:

    ถ้าค่าเป็นบวก , แสดงถึงความสัมพันธ์บวก ค่ามากข้ึนแสดงความเข้มงวดมากข้ึน .
    ถ้าค่าเป็นลบ , แสดงถึงความสัมพันธ์ลบ ค่ามากข้ึนแสดงความเข้มงวดมากข้ึน .
    ถ้าค่าเป็น 0, แสดงไม่มีความสัมพันธ์ .

ในท่ีน้ี , ค่า correlation coefficient มีค่าบวก 0.77 ซ่ึงแสดงถึงความสัมพันธ์บวกและมีความเข้มงวดมาก . น้ีแปลว่าเม่ือค่า x เพ่ิมข้ึน , 
ค่า y มีแนวโน้ม tend ท่ีจะเพ่ิมข้ึนด้วยความน่าจะเป็นสูง .

ภาษา Python, คุณสามารถใช้ไลบรารี numpy หรือ pandas เพ่ือค านวณ correlation ระหว่างตัวแปรได้ง่าย ๆ ตัวอย่างเช่น :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ค่าสัมประสิทธ์ิสหสัมพันธ์ (correlation coefficient) มีค่าอยู่ระหว่าง -1 ถึง 1 โดยค่าสัมประสิทธ์ิสหสัมพันธ์เป็นบวก หมายถึง 
ท้ังสองส่ิงมีความสัมพันธ์ในทิศทางเดียวกัน เช่น เม่ือระดับสติปัญญาสูงข้ึน คะแนนสอบก็จะสูงข้ึนด้วย ค่าสัมประสิทธ์ิสหสัมพันธ์เป็ นลบ หมายถึง 
ท้ังสองส่ิงมีความสัมพันธ์ในทิศทางตรงกันข้าม เช่น เม่ืออุณหภูมิสูงข้ึน ความดันก็จะลดลง ค่าสัมประสิทธ์ิสหสัมพันธ์เท่ากับ 0 หมายถึง ท้ังสอง
ส่ิงไม่มีความสัมพันธ์กัน
 ค่าสัมประสิทธ์ิสหสัมพันธ์ 0.7745966692414834 เป็นค่าสัมประสิทธ์ิสหสัมพันธ์เชิงบวกท่ีสูงมาก หมายถึง ท้ังสองส่ิงมี
ความสัมพันธ์ในทิศทางเดียวกันอย่างมีนัยส าคัญทางสถิติ โดยค่าสัมประสิทธ์ิสหสัมพันธ์ย่ิงสูงมากเท่าไหร่ ความสัมพันธ์ระหว่างท้ังสอง ส่ิงก็จะย่ิง
แข็งแกร่งมากข้ึนเท่าน้ัน
ตัวอย่างการตีความค่าสัมประสิทธ์ิสหสัมพันธ์ 0.7745966692414834  ได้แก่
 ความสัมพันธ์ระหว่างระดับสติปัญญาและคะแนนสอบ : ระดับสติปัญญามีความสัมพันธ์อย่างมากกับคะแนนสอบ โดยนักเรียนท่ีมีระดับ
สติปัญญาสูงจะมีคะแนนสอบสูงกว่านักเรียนท่ีมีระดับสติปัญญาต่ า
    ความสัมพันธ์ระหว่างปริมาณน้ าฝนและผลผลิตทางการเกษตร : ปริมาณน้ าฝนมีความสัมพันธ์อย่างมากกับผลผลิตทางการเกษตร โดย
พ้ืนท่ีท่ีมีปริมาณน้ าฝนสูงจะมีผลผลิตทางการเกษตรสูงกว่าพ้ืนท่ีท่ีมีปริมาณน้ าฝนต่ า
อย่างไรก็ตาม ส่ิงส าคัญท่ีต้องพิจารณาในการตีความค่าสัมประสิทธ์ิสหสัมพันธ์ คือ ความถูกต้องของข้อมูลท่ีใช้ค านวณค่าสัมประสิทธ์ิสห สัมพันธ์ 
หากข้อมูลมีความละเอียดอ่อนหรือมีอคติสูง ผลลัพธ์ท่ีได้อาจไม่ถูกต้องตามความเป็นจริง

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import pandas as pd

# สร้างข้อมูลตัวอย่างใน DataFrame
data = {'x': [ 1, 2, 3, 4, 5], 'y': [2, 4, 5, 4, 5]}
df = pd.DataFrame (data)

# ค านวณ correlation coefficient
correlation_coefficient = df ['x'].corr (df ['y'])

print( f"Correlation Coefficient: { correlation_coefficient }")

การใช้งาน pandas
ตัวอย่าง 4.10 : 
Lec 04 _10 _Correlation_pandas.py

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).สหสัมพันธ์ (Correlation)3. 1 สหสัมพันธ์ 
(Correlation)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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การทดสอบสมมุติฐาน (Hypothesis Testing) เป็นกระบวนการทางสถิติท่ีใช้เพ่ือตรวจสอบ
สมมุติฐานเก่ียวกับค่าพารามิเตอร์ของประชากร หรือเพ่ือดูว่ามีความแตกต่างมีนัยส าคัญระหว่างกลุ่ม
ทดลองกับกลุ่มควบคุมหรือไม่

กระบวนการทดสอบสมมุติฐานประกอบด้วยข้ันตอนต่อไปน้ี :
1. ก าหนดสมมุติฐาน (Hypotheses):
2. เลือกระดับนัยส าคัญ (Significance Level):
3. ค้นหาสถิติทดสอบ (Test Statistic):
4. ตัดสินใจ (Make a Decision):
5. ท าการประมวลผล (Draw a Conclusion):
6. ท าการสรุป (Conclusion):

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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กระบวนการทดสอบสมมุติฐานประกอบด้วยข้ันตอนต่อไปน้ี :
1. ก าหนดสมมุติฐาน (Hypotheses):

- สมมุติฐานท่ีถูกต้อง (Null Hypothesis - H0): มักจะก าหนดว่าไม่มีการเปล่ียนแปลงหรือไม่มีผลกระทบ โดยใช้สัญลักษณ์ H0
- สมมุติฐานทดสอบ (Alternative Hypothesis - H1): ก าหนดว่ามีการเปล่ียนแปลงหรือมีผลกระทบ โดยใช้สัญลักษณ์ H1

2. เลือกระดับนัยส าคัญ (Significance Level):
- ระดับนัยส าคัญ (Significance Level) ระบุความเส่ียงท่ียอมรับใน การท า นิยามผลลัพธ์เป็น "มีนัยส าคัญ" (reject the null hypothesis). ระดับท่ัวไป

ท่ีใช้คือ 0.05  หรือ 5%
3. ค้นหาสถิติทดสอบ (Test Statistic):

- ค านวณหาสถิติทดสอบจากข้อมูลท่ีมีอยู่
4. ตัดสินใจ (Make a Decision):

- ถ้าค่าสถิติทดสอบอยู่นอกขอบเขตท่ีก าหนดของสมมุติฐานท่ีถูกต้อง (Critical Region), จะท าการปฏิเสธสมมุติฐานท่ีถูกต้อง (H0) และยอมรับสมมุติฐาน
ทดสอบ (H1)

- ถ้าค่าสถิติทดสอบอยู่ในขอบเขตท่ีถูกต้อง , จะไม่สามารถปฏิเสธสมมุติฐานท่ีถูกต้อง (H0)
5. ท าการประมวลผล (Draw a Conclusion):

- ท าการสรุปผลลัพธ์ของการทดสอบ , ว่ามีหรือไม่มีหลักฐานเพียงพอท่ีจะปฏิเสธสมมุติฐานท่ีถูกต้อง
6. ท าการสรุป (Conclusion):

- สรุปผลลัพธ์และตีความหมายของการทดสอบ
ตัวอย่างท่ีมักพบคือการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ีย , สัดส่วน, หรือความสัมพันธ์ระหว่างตัวแปรต่าง ๆ ในกลุ่มข้อมูล

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)
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ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

import numpy as np
from scipy import stats
# สร้างข้อมูลตัวอย่างส าหรับกลุ่มทดลองและกลุ่มควบคุม
np.random .seed (42 ) # ให้ผลลัพธ์เหมือนกันทุกคร้ัง
sample_experiment = np.random .normal (loc =25 , scale =5, size =30 ) # กลุ่มทดลอง
sample_control = np.random .normal (loc =20 , scale =5, size =30 ) # กลุ่มควบคุม
# ทดสอบสมมุติฐาน : ทดสอบว่ามีความแตกต่างในค่าเฉล่ียระหว่างกลุ่มทดลองและกลุ่มควบคุมหรือไม่
t_statistic , p_value = stats .ttest_ind (sample_experiment , sample_control )
# ตรวจสอบผลลัพธ์
alpha = 0.05 # ระดับนัยส าคัญ
print (f"t-statistic: {t_statistic }")
print (f"P-value: {p_value }")
if p_value < alpha :

print ("Reject the null hypothesis" )
else :

print ("Fail to reject the null hypothesis" )

การใช้งาน pandas
ตัวอย่าง 4.11 : Lec 04 _11 _Hypothesis_scipy.py

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)
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• ในตัวอย่างน้ี สมมุติฐานว่าง (H₀) คือ:

• H₀: ค่าเฉล่ียของกลุ่มทดลองและกลุ่มควบคุมเท่ากัน หรือ

• H₀: ไม่มีความแตกต่างของค่าเฉล่ียระหว่างกลุ่มทดลองและกลุ่มควบคุม

• อธิบายเพ่ิมเติม

• สมมุติฐานว่าง (H₀) เป็นค ากล่าวท่ีบอกว่า ไม่มีความแตกต่าง หรือ ไม่มีผลกระทบ ระหว่างสองกลุ่มท่ีเราก าลังเปรียบเทียบ

• สมมุติฐานทางเลือก (H₁ ) คือ: H₁ : ค่าเฉล่ียของกลุ่มทดลองและกลุ่มควบคุมแตกต่างกัน

• ตัวอย่างในบริบทน้ี

• กลุ่มทดลอง (sample_experiment ) มีค่าเฉล่ียประมาณ 25

• กลุ่มควบคุม (sample_control ) มีค่าเฉล่ียประมาณ 20

• หากสมมุติฐานว่าง (H₀) เป็นจริง จะหมายความว่า ความแตกต่างน้ีเกิดข้ึนโดยบังเอิญ (ไม่มีนัยส าคัญทางสถิติ )

• ผลลัพธ์

• เน่ืองจาก p-value มีค่าน้อยกว่า 0.05 (ระดับนัยส าคัญท่ีก าหนดไว้ ) เราจึงปฏิเสธ H₀ ซ่ึงหมายความว่า ค่าเฉล่ียของท้ังสองกลุ่มมีความ

แตกต่างกันอย่างมีนัยส าคัญทางสถิติ
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import numpy as np
from scipy import stats
# สร้างข้อมูลตัวอย่างส าหรับกลุ่มทดลองและกลุ่มควบคุม
np.random .seed (42 ) # ให้ผลลัพธ์เหมือนกันทุกคร้ัง
sample_experiment = np.random .normal (loc =25 , scale =5, size =30 ) # กลุ่มทดลอง
sample_control = np.random .normal (loc =20 , scale =5, size =30 ) # กลุ่มควบคุม
# ทดสอบสมมุติฐาน : ทดสอบว่ามีความแตกต่างในค่าเฉล่ียระหว่างกลุ่มทดลองและกลุ่มควบคุมหรือไม่
t_statistic , p_value = stats .ttest_ind (sample_experiment , sample_control )
# ตรวจสอบผลลัพธ์
alpha = 0.05 # ระดับนัยส าคัญ
print (f"t-statistic: {t_statistic }")
print (f"P-value: {p_value }")
if p_value < alpha :

print ("Reject the null hypothesis" )
else :

print ("Fail to reject the null hypothesis" )

การใช้งาน pandas
ตัวอย่าง 4.11 : Lec 04 _10 _Hypothesis_scipy.py

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)
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ในตัวอย่างน้ี :
    กลุ่มทดลอง (sample_experiment ) ถูกสร้างจากการสุ่มข้อมูลจากการแจกแจงปกติท่ีมีค่าเฉล่ียท่ีคาดหวังเท่ากับ 25 .
    กลุ่มควบคุม (sample_control ) ถูกสร้างจากการสุ่มข้อมูลจากการแจกแจงปกติท่ีมีค่าเฉล่ียท่ีคาดหวังเท่ากับ 20 .
    ทดสอบสมมุติฐานท่ีน ามาใช้คือ t-test ส าหรับการทดสอบความแตกต่างในค่าเฉล่ียระหว่างกลุ่ม .

ผลลัพธ์ท่ีส าคัญ :
    t-statistic: ค่าสถิติทดสอบ t.

P-value: ค่า p-value ท่ีได้จากการทดสอบ .
    ตรวจสอบว่าจะปฏิเสธสมมุติฐานหรือไม่โดยเปรียบเทียบ p-value กับระดับนัยส าคัญ (alpha). ถ้า p-value < alpha, จะปฏิเสธ
สมมุติฐาน .

การใช้งาน pandas
ตัวอย่าง 4.11 : dm_Hypothesis_spicy.py

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)
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ตัวอย่างของการทดสอบสมมุติฐาน เช่น

    สมมุติว่าบริษัทแห่งหน่ึงต้องการทดสอบว่าผลิตภัณฑ์ใหม่ของบริษัทน้ันมีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง
หรือไม่ โดยก าหนดสมมุติฐานหลักว่าผลิตภัณฑ์ใหม่มีประสิทธิภาพเท่ากับผลิตภัณฑ์ของบริษัทคู่แข่ง และสมมุติฐานทางเลือกว่า
ผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง หากผลการทดสอบสมมุติฐานพบว่าค่าสถิติท่ีได้มีค่ามากกว่า
ค่าสถิติวิกฤต แสดงว่าผลิตภัณฑ์ใหม่ของบริษัทมีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง

    สมมุติว่ารัฐบาลต้องการทดสอบว่าค่าเฉล่ียรายได้ของประชากรในประเทศน้ันลดลงจากปีท่ีผ่านมา โดยก าหนดสมมุติฐานหลัก
ว่าค่าเฉล่ียรายได้ของประชากรเท่ากับปีท่ีผ่านมา และสมมุติฐานทางเลือกว่าค่าเฉล่ียรายได้ของประชากรลดลงจากปีท่ีผ่านมา หาก
ผลการทดสอบสมมุติฐานพบว่าค่าสถิติท่ีได้มีค่าน้อยกว่าค่าสถิติวิกฤต แสดงว่าค่าเฉล่ียรายได้ของประชากรในประเทศน้ันลดลง
จากปีท่ีผ่านมา

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)
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ตัวอย่างของการทดสอบสมมุติฐาน เช่น
    สมมุติว่าบริษัทแห่งหน่ึงต้องการทดสอบว่าผลิตภัณฑ์ใหม่ของบริษัทน้ันมีประสิทธิภาพสูงกว่าผลิตภัณฑ์
ของบริษัทคู่แข่งหรือไม่ โดยก าหนดสมมุติฐานหลักว่าผลิตภัณฑ์ใหม่มีประสิทธิภาพเท่ากับผลิตภัณฑ์ของ
บริษัทคู่แข่ง และสมมุติฐานทางเลือกว่าผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง หาก
ผลการทดสอบสมมุติฐานพบว่าค่าสถิติท่ีได้มีค่ามากกว่าค่าสถิติวิกฤต แสดงว่าผลิตภัณฑ์ใหม่ของบริษัทมี
ประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง
 เพ่ือทดสอบสมมุติฐานทางสถิติในกรณีท่ีต้องการตรวจสอบว่าผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่า
ผลิตภัณฑ์ของบริษัทคู่แข่ง , คุณสามารถใช้ scipy.stats เพ่ือท า t-test ได้. น่ีคือตัวอย่างโค้ดท่ีอธิบาย
กระบวนการดังกล่าว

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)
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import numpy as np
from scipy import stats
# สร้างข้อมูลส าหรับผลิตภัณฑ์ใหม่และผลิตภัณฑ์ของบริษัทคู่แข่ง
new_product = np.array ([25 , 28 , 30 , 22 , 32 , 27 , 29 , 31 , 26 , 30 ])
competitor_product = np.array ([22 , 20 , 28 , 18 , 30 , 25 , 20 , 29 , 23 , 28 ])
# สมมุติฐาน : ประสิทธิภาพของผลิตภัณฑ์ใหม่เท่ากับผลิตภัณฑ์ของบริษัทคู่แข่ง
# สมมุติฐานทางเลือก : ประสิทธิภาพของผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง
# ทดสอบสมมุติฐาน
t_statistic , p_value = stats .ttest_ind (new_product , competitor_product )
# ต้ังระดับนัยส าคัญ
alpha = 0.05
# ตัดสินใจตามผลลัพธ์ทดสอบ
if p_value < alpha :

print ("ปฏิเสธสมมุติฐานเบ้ืองต้น : ผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง ")
else :

print ("ยอมรับสมมุติฐานเบ้ืองต้น : ไม่มีหลักฐานในการว่าผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่ง ")

การใช้งาน pandas
ตัวอย่าง 4.11 : Lec 04 _12 _Hypothesis_spicy 02 .py

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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จากภาพผลลัพธ์ท่ีปรากฏใน Terminal ( ด้านล่างขวา ) ข้อสรุป:

1. ค่า p-value:

 ผลลัพธ์ของ stats.ttest_ind () แสดงว่าค่า p-value มีค่าต่ ากว่า alpha = 0.05 (ระดับ
นัยส าคัญท่ีก าหนด )

 ดังน้ัน มีหลักฐานทางสถิติท่ีจะ ปฏิเสธสมมุติฐานศูนย์ (H0)

2. ค าอธิบายผลลัพธ์ :

 โปรแกรมแสดงข้อความ : "ปฏิเสธสมมุติฐานศูนย์ : ผลิตภัณฑ์ใหม่มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของ
บริษัทคู่แข่ง "

 น่ันหมายความว่า ผลิตภัณฑ์ใหม่ มีประสิทธิภาพสูงกว่าผลิตภัณฑ์ของบริษัทคู่แข่งในเชิงสถิติอย่างมี
นัยส าคัญ

สรุป:

 ผลการทดสอบแสดงให้เห็นว่ามีความแตกต่างท่ีส าคัญในประสิทธิภาพระหว่างผลิตภัณฑ์ใหม่และ
ผลิตภัณฑ์คู่แข่ง โดยผลิตภัณฑ์ใหม่มีแนวโน้มท่ีจะมี ค่าเฉล่ียประสิทธิภาพสูงกว่า

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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ตัวอย่างของการทดสอบสมมุติฐาน เช่น
    สมมุติว่ารัฐบาลต้องการทดสอบว่าค่าเฉล่ียรายได้ของประชากรในประเทศน้ันลดลงจากปีท่ีผ่านมา โดยก าหนดสมมุติฐานหลัก
ว่าค่าเฉล่ียรายได้ของประชากรเท่ากับปีท่ีผ่านมา และสมมุติฐานทางเลือกว่าค่าเฉล่ียรายได้ของประชากรลดลงจากปีท่ีผ่านมา หาก
ผลการทดสอบสมมุติฐานพบว่าค่าสถิติท่ีได้มีค่าน้อยกว่าค่าสถิติวิกฤต แสดงว่าค่าเฉล่ียรายได้ของประชากรในประเทศน้ันลดลง
จากปีท่ีผ่านมา การใช้งาน pandas

ตัวอย่าง 4.11 : Lec 04 _12 _Hypothesis_spicy 03 .py

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import numpy as np
from scipy import stats
# สร้างข้อมูลรายได้ของประชากรในปีท่ีผ่านมาและปีปัจจุบัน
income_last_year = np.array ([50000 , 52000 , 48000 , 55000 , 51000 , 49000 , 50000 , 53000 , 48000 , 52000 ])
income_current_year = np.array ([48000 , 49000 , 47000 , 52000 , 48000 , 46000 , 47000 , 50000 , 46000 , 50000 ])
# สมมุติฐาน : ค่าเฉล่ียรายได้ของประชากรเท่ากับปีท่ีผ่านมา H0
# สมมุติฐานทางเลือก : ค่าเฉล่ียรายได้ของประชากรลดลงจากปีท่ีผ่านมา H1
# ทดสอบสมมุติฐาน
t_statistic , p_value = stats .ttest_rel (income_last_year , income_current_year )
# ต้ังระดับนัยส าคัญ
alpha = 0.05
# ตัดสินใจตามผลลัพธ์ทดสอบ
if p_value < alpha :

print ("ปฏิเสธสมมุติฐานหลัก : ค่าเฉล่ียรายได้ของประชากรลดลงจากปีท่ีผ่านมา ")
else :

print ("ยอมรับสมมุติฐานหลัก : ไม่มีหลักฐานในการว่าค่าเฉล่ียรายได้ของประชากรลดลงจากปีท่ีผ่านมา ")

ตัวอย่าง การทดสอบสมมุติฐาน (Hypothesis Testing) ในภาษา ไพธอน ใดยตัวอย่างน้ีเป็นการทดสอบสมมุติฐานเก่ียวกับค่าเฉล่ียของกลุ่มตัวอย่าง โดยใช้
ทดสอบ t-test ในภาษา Python ด้วยไลบรารี scipy.stats :

บทท่ี 4

การใช้งาน pandas
ตัวอย่าง 4.11 : Lec 04 _12 _Hypothesis_scipy 03 .py

4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)
บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การทดสอบสมมุติฐาน (Hypothesis Testing)4. 2. การทดสอบสมมุติฐาน 
(Hypothesis Testing)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.084



การวิเคราะห์เชิงเส้น (Linear Regression) เป็นเทคนิคทางสถิติท่ีใช้เพ่ือวิเคราะห์ความสัมพันธ์ระหว่างตัวแปร
อิสระ (Independent Variable) และตัวแปรตาม (Dependent Variable) ท่ีมีความสัมพันธ์เป็นเส้นตรง การ
วิเคราะห์เชิงเส้นน้ีมีวัตถุประสงค์เพ่ือหาสมการของเส้นตรงท่ีเหมาะสมท่ีสุดเพ่ือให้สามารถท านายค่าของตัวแปรตามจากค่า
ของตัวแปรอิสระได้
สมการของเส้นตรงใน linear regression มีรูปแบบดังน้ี :
 y=mx+by =mx+b
โดยท่ี :
    y คือ ตัวแปรตาม (Dependent Variable),

x คือ ตัวแปรอิสระ (Independent Variable),
m คือ ความชัน (slope) ของเส้นตรง ,

    b คือ จุดตัดแกน y (y -intercept).
 ในการวิเคราะห์เชิงเส้น , สมการของเส้นตรงน้ีจะถูกปรับให้เหมาะสมท่ีสุดกับข้อมูลท่ีมีอยู่โดยใช้วิธีการ เบสต์เมิน ต์
เข้ากับข้อมูล (Least Squares Method).

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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ตัวอย่างเช่น

    สมมติว่าตัวแปรตามคือคะแนนสอบภาษาอังกฤษ และตัวแปรอิสระคือจ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษ สมการการถดถอย
เชิงเส้นอาจมีดังน้ี

คะแนนสอบ = 80 + 2x

หมายความว่า คะแนนสอบภาษาอังกฤษเพ่ิมข้ึน 2 คะแนนต่อช่ัวโมงท่ีเรียนภาษาอังกฤษ

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)

บทท่ี 4 การวิเคราะห์ข้อมูลเชิงสถิติในงานเหมืองข้อมูล Lec 04 : Statistical Data Analysis for Data Mining
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import matplotlib .pyplot as plt
from sklearn .linear_model import LinearRegression
import numpy as np
from matplotlib .font_manager import FontProperties
# ก าหนดฟอน ต์ท่ีรองรับภาษาไทย
font_path = "C:\ \ Windows \\Fonts \\ tahoma.ttf"
font_thai = FontProperties (fname =font_path , size =12 )

# สร้างข้อมูลตัวอย่าง
X = np.array ([1, 2, 3, 4, 5]).reshape (-1, 1) # จ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษ
y = np.array ([82 , 84 , 86 , 88 , 90 ]) # คะแนนสอบภาษาอังกฤษ
# สร้างโมเดล Linear Regression
model = LinearRegression ()
# ฝึกโมเดลด้วยข้อมูล
model .fit (X , y)
# ท านายคะแนนสอบส าหรับช่ัวโมงท่ีเรียนภาษาอังกฤษต่าง ๆ

การใช้งาน pandas
ตัวอย่าง 4.11 : Lec 04 _13 _Linear_regression 01 .py

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)

Part01
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hours_to_predict = np.array ([6, 7, 8]).reshape (-1, 1)
predicted_scores = model .predict (hours_to_predict )
# แสดงผลลัพธ์
for hours , score in zip (hours_to_predict , predicted_scores ):

print (f'จ านวนช่ัวโมงท่ีเรียน : {hours [0]}, คะแนนท านาย : {score }')
# พล็อตข้อมูลจริง
plt .scatter (X , y, color ='blue' , label ='ข้อมูลจริง ')
# พล็อตเส้น Regression Line
plt .plot (X , model .predict (X ), color ='red', linewidth =2, label ='Regression Line' )
# พล็อตจุดท่ีต้องการท านาย
plt .scatter (hours_to_predict , predicted_scores , color ='green' , label ='ท านาย')
# เพ่ิมป้ายก ากับ
plt .xlabel ('จ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษ ', fontproperties =font_thai )
plt .ylabel ('คะแนนสอบภาษาอังกฤษ ', fontproperties =font_thai )
plt .title ('Linear Regression ของคะแนนสอบภาษาอังกฤษ ', fontproperties =font_thai )
# เพ่ิมต าแหน่งต าแหน่งของป้ายก ากับ
plt .legend ()
# แสดงกราฟ
plt .show ()

การใช้งาน pandas
ตัวอย่าง 4.11 : dm_Linear_regression 01 .py

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)

Part02
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จากภาพแสดงเส้นกราฟเชิงเส้นท่ีแสดงความสัมพันธ์ระหว่างจ านวนช่ัวโมงท่ีเรียน
ภาษาอังกฤษกับคะแนนสอบภาษาอังกฤษ เส้นกราฟแสดงให้เห็นว่าคะแนนสอบภาษาอังกฤษเพ่ิมข้ึนตาม
จ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษ
 เส้นกราฟมีแนวโน้มเชิงเส้นบวก ซ่ึงหมายความว่าความสัมพันธ์ระหว่างจ านวนช่ัวโมงท่ีเรียน
ภาษาอังกฤษและคะแนนสอบภาษาอังกฤษเป็นแบบเส้นตรง หมายความว่าหากจ านวนช่ัวโมงท่ีเรียน
ภาษาอังกฤษเพ่ิมข้ึน คะแนนสอบภาษาอังกฤษก็มักจะเพ่ิมข้ึนเช่นกัน  โดยค่าสัมประสิทธ์ิสหสัมพันธ์ (R) 
ของเส้นกราฟคือ 0.92 ซ่ึงหมายความว่าความสัมพันธ์ระหว่างจ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษและ
คะแนนสอบภาษาอังกฤษน้ันแข็งแกร่งมาก หมายความว่าการเปล่ียนแปลงจ านวนช่ัวโมงท่ีเรียน
ภาษาอังกฤษมีความสัมพันธ์อย่างมากกับการเปล่ียนแปลงคะแนนสอบภาษาอังกฤษ
 จากข้อมูลน้ี เราสามารถสรุปได้ว่าจ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษมีความสัมพันธ์เชิงบวก
อย่างมีนัยส าคัญกับคะแนนสอบภาษาอังกฤษ หมายความว่าย่ิงเรียนภาษาอังกฤษมากเท่าไร คะแนนสอบ
ภาษาอังกฤษก็มักจะดีข้ึนเท่าน้ัน
 อย่างไรก็ตาม ส่ิงส าคัญคือต้องสังเกตว่าความสัมพันธ์น้ีเป็นเพียงการสังเกตการณ์เท่าน้ัน 
ไม่ได้หมายความว่าการเพ่ิมข้ึนของจ านวนช่ัวโมงท่ีเรียนภาษาอังกฤษจะรับประกันคะแนนสอบ
ภาษาอังกฤษท่ีดีข้ึน ปัจจัยอ่ืนๆ เช่น ความสามารถในการเรียนรู้ของนักเรียน คุณภาพของการสอน และ
แรงจูงใจของนักเรียน อาจส่งผลต่อผลลัพธ์ของคะแนนสอบภาษาอังกฤษได้เช่นกัน

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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ในการวิเคราะห์เชิงเส้น , สมการของเส้นตรงน้ีจะถูกปรับให้เหมาะสมท่ีสุดกับข้อมูลท่ีมีอยู่โดยใช้วิธีการ เบสต์เมิน ต์เข้ากับ
ข้อมูล (Least Squares Method)

นอกจากน้ี , การใช้ linear regression สามารถน ามาใช้ในหลายประเภทของงาน เช่น :

• การท านาย (Prediction): สามารถใช้เส้นตรงท่ีได้จาก linear regression เพ่ือท านายค่าของตัวแปรตามส าหรับค่าของ
ตัวแปรอิสระท่ีไม่เคยมีมาก่อน

• การวิเคราะห์ความสัมพันธ์ (Relationship Analysis): ช่วยในการท าความเข้าใจถึงความสัมพันธ์ระหว่างตัวแปรอิสระและ
ตัวแปรตาม

• การจัดการกับค่าผลตอบแทน (Outliers): ช่วยในการตรวจสอบและจัดการกับค่าผลตอบแทนท่ีอาจจะส่งผลกระทบต่อการ
วิเคราะห์

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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import numpy as np
from sklearn .linear_model import LinearRegression
import matplotlib .pyplot as plt

# สร้างข้อมูลตัวอย่าง
X = np.array ([1, 2, 3, 4, 5]).reshape (-1, 1)
y = np.array ([2, 4, 5, 4, 5])
# สร้างโมเดล linear regression
model = LinearRegression ()
# ปรับโมเดลตามข้อมูล
model .fit (X , y)
# ท านายค่า y จาก X
y_pred = model .predict (X )

# พล็อตข้อมูลจริง
plt .scatter (X , y, label ='Actual data' )

# พล็อตเส้นตรงท่ีได้จาก linear regression
plt .plot (X , y_pred , color ='red', label ='Linear regression' )

plt .xlabel ('X')
plt .ylabel ('y')
plt .legend ()
plt .show ()

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

การใช้งาน pandas
ตัวอย่าง 4.12 : Lec 04 _13 _Linear_Regression.py

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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การใช้งาน pandas
ตัวอย่าง 4.12 : Lec 04 _13 _Linear_Regression.py

ในตัวอย่างน้ี , สร้างโมเดล linear regression 
จากข้อมูลตัวอย่างและพล็อตเส้นตรงท่ีได้จากโมเดลน้ี .

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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จากภาพแสดงเส้นกราฟเชิงเส้นท่ีแสดงความสัมพันธ์ระหว่างน้ าหนักของรถยนต์กับระยะทางท่ีว่ิงได้ต่อแกลลอน เส้นกราฟแสดงให้เห็นว่าระยะท างท่ี
ว่ิงได้ต่อแกลลอนลดลงตามน้ าหนักของรถยนต์ โดยเส้นกราฟมีแนวโน้มเชิงเส้นลบ ซ่ึงหมายความว่าความสัมพันธ์ระหว่างน้ าหนักของรถยนต์และร ะยะทางท่ีว่ิงได้
ต่อแกลลอนเป็นแบบเส้นตรง หมายความว่าหากน้ าหนักของรถยนต์เพ่ิมข้ึน ระยะทางท่ีว่ิงได้ต่อแกลลอนก็มักจะลดลงเช่นกัน
 ค่าสัมประสิทธ์ิสหสัมพันธ์ (R) ของเส้นกราฟคือ -0.92 ซ่ึงหมายความว่าความสัมพันธ์ระหว่างน้ าหนักของรถยนต์และระยะทางท่ีว่ิงได้ต่อแกลลอนน้ัน
แข็งแกร่งมาก หมายความว่าการเปล่ียนแปลงน้ าหนักของรถยนต์มีความสัมพันธ์อย่างมากกับการเปล่ียนแปลงระยะทางท่ีว่ิงได้ต่อแกลลอน
จากข้อมูลน้ี เราสามารถสรุปได้ว่าน้ าหนักของรถยนต์มีความสัมพันธ์เชิงลบอย่างมีนัยส าคัญกับระยะทางท่ีว่ิงได้ต่อแกลลอน หมายความว่าย่ิ งรถยนต์หนักข้ึนเท่าไร 
ระยะทางท่ีว่ิงได้ต่อแกลลอนก็มักจะลดลงเท่าน้ัน
 อย่างไรก็ตาม ส่ิงส าคัญคือต้องสังเกตว่าความสัมพันธ์น้ีเป็นเพียงการสังเกตการณ์เท่าน้ัน ไม่ได้หมายความว่าการลดลงของน้ าหนักของรถย นต์จะ
รับประกันระยะทางท่ีว่ิงได้ต่อแกลลอนท่ีดีข้ึน ปัจจัยอ่ืนๆ เช่น ประสิทธิภาพของเคร่ืองยนต์ สภาพถนน และสไตล์การขับข่ี อาจส่งผลต่อ ผลลัพธ์ของระยะทางท่ีว่ิง
ได้ต่อแกลลอนได้เช่นกัน
ต่อไปน้ีเป็นการวิเคราะห์เพ่ิมเติมบางประการเก่ียวกับรูปภาพ :

• เส้นกราฟดูเหมือนจะค่อนข้างเรียบ ซ่ึงหมายความว่าความสัมพันธ์ระหว่างน้ าหนักของรถยนต์และระยะทางท่ีว่ิงได้ต่อแกลลอนน้ันค่อนข้างคง ท่ี
• เส้นกราฟตัดแกน Y ท่ีประมาณ 25  แกลลอนต่อไมล์ ซ่ึงหมายความว่ารถยนต์ท่ีมีน้ าหนัก 0  ปอนด์สามารถว่ิงได้ประมาณ 25  ไมล์ต่อแกลลอน
• เส้นกราฟตัดแกน X ท่ีประมาณ 2,500  ปอนด์ ซ่ึงหมายความว่ารถยนต์ท่ีมีน้ าหนัก 2,500  ปอนด์สามารถว่ิงได้ประมาณ 10  ไมล์ต่อแกลลอน
การวิเคราะห์น้ีสามารถใช้เพ่ือวัตถุประสงค์ต่างๆ เช่น การออกแบบรถยนต์ การก าหนดราคารถยนต์ หรือการพัฒนากลยุทธ์การประหยัดน้ ามัน

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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import numpy as np
from sklearn.linear_model import LinearRegression
import matplotlib.pyplot as plt

-------------------------------------------------------------------------------------
• numpy : ไลบรารีส าหรับการท างานกับข้อมูลตัวเลข .
• LinearRegression : ไลบรารี scikit -learn ส าหรับสร้างและใช้โมเดล linear regression.
• matplotlib.pyplot : ไลบรารีส าหรับพล็อตกราฟ .

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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สร้างข้อมูลตัวอย่าง:

X = np.array([1, 2, 3, 4, 5]).reshape( -1, 1)
y = np.array([2, 4, 5, 4, 5])

• X: ตัวแปรอิสระ (Independent Variable) ท่ีเป็น array 1 มิติ (reshape( -1, 1) ให้มีรูปร่างเป็นแถวหน่ึง).
• y: ตัวแปรตาม (Dependent Variable).

ตัวอย่างการใช้ linear regression ในภาษา Python โดยใช้ไลบรารี scikit -learn:

การใช้งาน pandas
ตัวอย่าง 4.12 : dm_Linear_Regression.py

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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สร้างและปรับโมเดล linear regression:

model = LinearRegression ()
model.fit (X, y)

• model: สร้างอ็อบเจ็กต์  LinearRegression .
• fit(X, y): ปรับโมเดลตามข้อมูล X และ y.

การใช้งาน pandas
ตัวอย่าง 4.12 : dm_Linear_Regression.py

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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ท านายค่า y จาก X:

y_pred = model.predict (X)

• predict(X): ท านายค่า y จากตัวแปรอิสระ X.

การใช้งาน pandas
ตัวอย่าง 4.12 : dm_Linear_Regression.py

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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plt.scatter (X, y, label='Actual data')
plt.plot (X, y_pred , color='red', label='Linear regression')

• plt.scatter (): พล็อตข้อมูลจริงในรูปแบบของจุด .
• plt.plot (): พล็อตเส้นตรงท่ีได้จาก linear regression ในสีแดง .

การใช้งาน pandas
ตัวอย่าง 4.12 : dm_Linear_Regression.py

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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ก าหนดแกนและแสดงกราฟ :

plt.xlabel ('X')
plt.ylabel ('y')
plt.legend ()
plt.show ()

• plt.xlabel (): ก าหนดช่ือแกน x.
• plt.ylabel (): ก าหนดช่ือแกน y.
• plt.legend (): เพ่ิมกล่องค าอธิบาย .
• plt.show (): แสดงกราฟ .

• ผลลัพธ์ท่ีได้คือกราฟท่ีแสดงข้อมูลจริงในรูปแบบของจุดและเส้นตรงท่ีได้จาก linear regression ในสีแดง .

การใช้งาน pandas
ตัวอย่าง 4.12 : dm_Linear_Regression.py

บทท่ี 4
4.2 4.2.3 การวิเคราะห์ความสัมพันธ์ (Relational Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์เชิงเส้น (Linear Regression)5. 3. การวิเคราะห์เชิงเส้น (Linear 
Regression)
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การวิเคราะห์ความแปรปรวน (Variance Analysis) เป็นกระบวนการทางการบัญชีและการจัดการท่ีใช้เพ่ือ
วิเคราะห์ความแตกต่างระหว่างผลการด าเนินงานท่ีเป็นไปตามแผนกับผลการด าเนินงานจริง เพ่ือให้สามารถท านายและเข้าใจ
ปัจจัยท่ีท าให้เกิดความแตกต่างน้ัน

• Variance Analysis มักน ามาใช้ในทางการบัญชีทางการผลิต , การจัดการทรัพยากรมนุษย์ , และอ่ืน ๆ โดยเฉพาะในรูปแบบการวิเคราะห์
ทางการเงิน . ข้ันตอนหลักในการวิเคราะห์ความแปรปรวนสามารถเขียนได้ดังน้ี :

• ผลลัพธ์ท่ีได้คือกราฟท่ีแสดงข้อมูลจริงในรูปแบบของจุดและเส้นตรงท่ีได้จาก linear regression ในสีแดง

บทท่ี 4
4.2 4.2.4 การวิเคราะห์ความแปรปรวน (Variance Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ความหมายของการวิเคราะห์ความแปรปรวน (Variance Analysis)1. การวิเคราะห์ความแปรปรวน 
(Variance Analysis)

ตัวอย่าง 4.13 : Lec 04 _14 _Variance_Analysis.py
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1. ก าหนดแผนการด าเนินงาน (Budget): ก าหนดแผนการด าเนินงานท่ีระบุรายละเอียดของค่าใช้จ่าย , รายได้ , หรือปัจจัยอ่ืน ๆ ท่ีมีผลต่อ
ผลการด าเนินงาน .

2. บันทึกข้อมูลจริง (Actual Data): บันทึกข้อมูลท่ีเก่ียวข้องกับการด าเนินงานท่ีมีการเกิดข้ึนจริง .
3. วิเคราะห์ความแปรปรวน :
        Actual vs. Budget Analysis: เปรียบเทียบผลการด าเนินงานจริงกับแผนการด าเนินงาน เพ่ือดูว่ามีความแตกต่างอย่างไร .
        Variance Analysis: ค านวณความแตกต่าง (variance) ระหว่างผลการด าเนินงานจริงกับแผนการด าเนินงาน .
4.   การจัดการความแตกต่าง :
        Favorable Variance ( ความแตกต่างท่ีดี ): ความแตกต่างท่ีท าให้ผลการด าเนินงานดีกว่าท่ีได้แผน .
        Unfavorable Variance ( ความแตกต่างท่ีไม่ดี ): ความแตกต่างท่ีท าให้ผลการด าเนินงานไม่ดีเท่าท่ีได้แผน .

5.    การท านายและปรับแผน : น าความรู้ท่ีได้จาก Variance Analysis ไปใช้ในการปรับแผนการด าเนินงานในอนาคต .

ตัวอย่าง 4.13 : Lec 04 _14 _Variance_Analysis.py

บทท่ี 4
4.2 4.2.4 การวิเคราะห์ความแปรปรวน (Variance Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ข้ันตอนของการวิเคราะห์ความแปรปรวน (Variance Analysis)2. การวิเคราะห์ความแปรปรวน 
(Variance Analysis)
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1. ตัวอย่าง Variance Analysis ท่ีนิยมในทางการเงินคือ Variance Analysis ในงานการผลิตท่ีเก่ียวข้องกับ
ต้นทุนของวัตถุดิบ, แรงงาน, หรือค่าใช้จ่ายอ่ืน ๆ ท่ีมีผลต่อต้นทุนการผลิต .

2. ความแตกต่างระหว่าง Actual กับ Budget สามารถแบ่งออกเป็นส่วนต่างท่ีมีทิศทาง (variance) และส่วน
ต่างท่ีมีทิศทางแตกต่าง (difference in direction) เพ่ือให้ผู้จัดการทราบว่าความแตกต่างเกิดจากปัจจัย
ใดบ้างท่ีมีผลในทิศทางท่ีไม่ดีหรือทิศทางท่ีดี .

บทท่ี 4
4.2 4.2.4 การวิเคราะห์ความแปรปรวน (Variance Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ข้ันตอนของการวิเคราะห์ความแปรปรวน (Variance Analysis)2. การวิเคราะห์ความแปรปรวน 
(Variance Analysis)

การใช้งาน pandas
ตัวอย่าง 4.13 : Lec 04 _14 _Variance_Analysis.py
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ตัวอย่างต่อไปน้ีจะแสดงการใช้ Python เพ่ือท า Variance Analysis ด้วยข้อมูลตัวอย่างเก่ียวกับ Actual และ Budget ของรายได้ :

import pandas as pd
# สร้าง DataFrame ส าหรับ Actual และ Budget
data = {

'Month': ['January' , 'February' , 'March', 'April' , 'May'],
'Actual_Revenue ': [100 , 120 , 110 , 105 , 130 ],
'Budget_Revenue ': [110 , 115 , 120 , 100 , 125 ]

}
df = pd.DataFrame (data )
# เพ่ิมคอลัมน์ Variance
df ['Variance' ] = df ['Actual_Revenue '] - df ['Budget_Revenue ']
# เพ่ิมคอลัมน์ Direction ( ทิศทางของ Variance)
df ['Direction' ] = ['Favorable' if var < 0 else 'Unfavorable' for var in df ['Variance' ]]
# แสดงผล DataFrame
print (df )

การใช้งาน pandas
ตัวอย่าง 4.13 : Lec 04 _14 _Variance_Analysis.py

บทท่ี 4
4.2 4.2.4 การวิเคราะห์ความแปรปรวน (Variance Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์ความแปรปรวน (Variance Analysis)3. การวิเคราะห์ความแปรปรวน 
(Variance Analysis)
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• สร้าง DataFrame ท่ีประกอบด้วยคอลัมน์ Month, Actual_Revenue , และ Budget_Revenue .
• เพ่ิมคอลัมน์ Variance โดยหาความแตกต่างระหว่าง Actual_Revenue กับ Budget_Revenue .
• เพ่ิมคอลัมน์ Direction เพ่ือแสดงทิศทางของ Variance (Favorable หรือ Unfavorable).

ผลลัพธ์ท่ีได้จะเป็น DataFrame ท่ีแสดง Actual, Budget, Variance, และ Direction ส าหรับแต่ละเดือน :

การใช้งาน pandas
ตัวอย่าง 4.13 : Lec 04 _14 _Variance_Analysis.py

บทท่ี 4
4.2 4.2.4 การวิเคราะห์ความแปรปรวน (Variance Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).ตัวอย่างของการวิเคราะห์ความแปรปรวน (Variance Analysis)3. อธิบายผลลัพธ์
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โค้ดท่ีแสดงในภาพน้ีใช้ Python และไลบรารี pandas ส าหรับการวิเคราะห์ความแปรปรวน (Variance Analysis) ระหว่างรายได้จริง (Actual Revenue) และงบประมาณ

ท่ีต้ังไว้ (Budget Revenue) รายเดือน โดยมีการด าเนินการดังน้ี :

1. น าเข้าไลบรารี

import pandas as pd

 ไลบรารี pandas ถูกน ามาใช้ส าหรับการจัดการข้อมูลในรูปแบบของ DataFrame ซ่ึงเป็นโครงสร้างข้อมูลท่ีเหมาะส าหรับการวิเคราะห์ข้อมูลในตาราง .

2. สร้าง DataFrame

data = {

'Month': ['January', 'February', 'March', 'April', 'May'],

'Actual_Revenue ': [100 , 120 , 110 , 105 , 130 ],

'Budget_Revenue ': [110 , 115 , 120 , 100 , 125 ]

}

df = pd.DataFrame (data)

ก าหนดข้อมูลในรูปแบบของพจนานุกรม (dict ) ซ่ึงประกอบด้วย :

Month: ช่ือเดือน (มกราคมถึงพฤษภาคม ).

Actual_Revenue : รายได้จริง .

Budget_Revenue : งบประมาณท่ีต้ังไว้ .
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สร้าง DataFrame จากพจนานุกรมน้ีโดยใช้ค าส่ัง pd.DataFrame .

3. เพ่ิมคอลัมน์ Variance

df ['Variance'] = df ['Actual_Revenue '] - df ['Budget_Revenue ']

เพ่ิมคอลัมน์ใหม่ช่ือ Variance ซ่ึงค านวณโดยการน า Actual_Revenue ลบด้วย Budget_Revenue ส าหรับแต่ละเดือน :

 ถ้าค่า Variance เป็นลบ หมายถึงรายได้ต่ ากว่างบประมาณท่ีต้ังไว้ .

 ถ้าค่า Variance เป็นบวก หมายถึงรายได้เกินกว่างบประมาณ .

4. เพ่ิมคอลัมน์ Direction

df ['Direction'] = ['Favorable' if var < 0 else 'Unfavorable' for var in df ['Variance']]

เพ่ิมคอลัมน์ใหม่ช่ือ Direction:

 หาก Variance มีค่าน้อยกว่า 0 จะถูกก าหนดเป็น "Favorable" ( เหมาะสม ).

 หาก Variance มีค่ามากกว่า 0 จะถูกก าหนดเป็น "Unfavorable" ( ไม่เหมาะสม ).

ใช้การวนลูปผ่านค่าท้ังหมดในคอลัมน์ Variance
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5. แสดง DataFrame

print( df )

แสดงผลลัพธ์ DataFrame ซ่ึงมีข้อมูลท้ังหมดรวมถึงคอลัมน์ Variance และ Direction ท่ีเพ่ิมเข้ามา

ตัวอย่างผลลัพธ์ใน Terminal

ผลลัพธ์ท่ีแสดงใน Terminal มีลักษณะดังน้ี : | Month     | Actual_Revenue | Budget_Revenue | Variance | Direction   | | -----------|--------------

--|----------------|----------|-------------| 

| January   | 100            | 110            | -10      | Favorable   | 

| February  | 120            | 115            | 5        | Unfavorable | 

| March     | 110            | 120            | -10      | Favorable   | 

| April     | 105            | 100            | 5           | Unfavorable | 

| May       | 130            | 125            | 5          | Unfavorable |

การใช้งานจริง

โค้ดน้ีเหมาะส าหรับ :

 การวิเคราะห์ความแตกต่างระหว่างเป้าหมายและผลลัพธ์จริงในบริบทของงบประมาณ

 การติดตามและปรับปรุงการบริหารจัดการรายได้หรือค่าใช้จ่าย
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• การวิเคราะห์แนวโน้ม (Trend Analysis) เป็นกระบวนการทางสถิติท่ีใช้เพ่ือตรวจสอบและวิเคราะห์แนวโน้มหรือแนวทาง
ของข้อมูลตลอดเวลา โดยมุ่งหวังท่ีจะระบุถึงการเปล่ียนแปลงหรือลักษณะทางคณิตศาสตร์ของข้อมูลตามเวลา . กระบวนการ
น้ีมักน ามาใช้ใน การท านายแนวโน้มของข้อมูลในอนาคต

วิธีการท่ีพบบ่อยในการวิเคราะห์แนวโน้มรวมถึง :
1) กราฟแนวโน้ม (Trend Charts): การพล็อตข้อมูลตามเวลาบนกราฟเพ่ือดูลักษณะและแนวโน้มของข้อมูล . หากมีการ
เปล่ียนแปลงตามเวลาอย่างชัดเจน , กราฟสามารถช่วยในการระบุแนวโน้มได้ง่าย .
2) การค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages): การใช้ค่าเฉล่ียของข้อมูลท่ีถูกก าหนดไว้ในช่วงเวลาท่ีเคล่ือนท่ีไป , เพ่ือ
ลบออกความส่ันสะเทือนและเน้นท่ีแนวโน้ม .
3) การใช้เชิงสถิติ (Statistical Methods): การใช้เคร่ืองมือทางสถิติเพ่ือตรวจสอบความเปล่ียนแปลงทางสถิติของข้อมูล , 
เช่น การทดสอบสมมติฐานเพ่ือดูว่ามีการเปล่ียนแปลงทางสถิติหรือไม่ .
4) การใช้โมเดลทางสถิติ (Statistical Models): การใช้โมเดลสถิติเชิงเวลาเพ่ือ การท านายแนวโน้มของข้อมูลในอนาคต .

บทท่ี 4
4.2 4.2.5 การวิเคราะห์แนวโน้ม (Trend Analysis)

บทท่ี 4

1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การวิเคราะห์แนวโน้ม (Trend Analysis)1. การวิเคราะห์แนวโน้ม (Trend 
Analysis)
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• กราฟแนวโน้ม (Trend Charts) เป็นการแสดงข้อมูลตามเวลาบนกราฟเพ่ือให้ผู้ดูและผู้ตัดสินใจสามารถดูแนวโน้มหรือ
ลักษณะการเปล่ียนแปลงของข้อมูลได้ง่ายข้ึน โดยมักใช้ในการวิเคราะห์แนวโน้มของข้อมูลเชิงเวลา เช่น การติดตามการ
เปล่ียนแปลงของยอดขายประจ าเดือนหรือปี , การวิเคราะห์การเปล่ียนแปลงของราคาหุ้นตลอดเวลา , หรือการตรวจสอบ
แนวโน้มของข้อมูลทางเศรษฐกิจ .

• น่ีคือตัวอย่างลักษณะของกราฟแนวโน้ม :
• ค าอธิบาย :

1) แกน X (Horizontal Axis): แสดงช่วงเวลาหรือข้อมูลตามเวลา เช่น วันท่ี , เดือน , ปี, หรือช่วงเวลาท่ีก าหนด .
2) แกน Y (Vertical Axis): แสดงข้อมูลท่ีต้องการวิเคราะห์ ซ่ึงอาจเป็นยอดขาย , ราคาหุ้น , หรือตัวแปรอ่ืน ๆ ท่ีสนใจ .
3) เส้นกราฟ : แสดงแนวโน้มหรือการเปล่ียนแปลงของข้อมูลตามเวลา . เส้นกราฟน้ีสามารถเป็นเส้นตรง , เส้นโค้ง , หรือมี

ลักษณะอ่ืน ๆ ตามลักษณะของข้อมูล .
4) แนวโน้ม : ช่วยให้ผู้ท่ีดูง่ายต่อการรับรู้ถึงทิศทางของข้อมูล ว่ามีแนวโน้มข้ึนหรือลง , หรือเป็นแนวโน้มแบบเส้นตรงหรือไม่ .
5) ป้ายก ากับ (Labels): ป้ายท่ีอธิบายข้อมูลหรือส่ิงท่ีแสดงบนกราฟ เช่น ช่ือแกน , หรือรายละเอียดเพ่ิมเติม .
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การสร้างกราฟแนวโน้มในภาษา Python โดยใช้ไลบรารี Matplotlib, น่ีคือตัวอย่างโค้ดท่ีใช้สร้างกราฟแนวโน้ม :

import matplotlib .pyplot as plt
import numpy as np
# สร้างข้อมูลตัวอย่าง
time = np.arange (1, 11 ) # ตัวอย่างเวลา (1 ถึง 10 )
data = np.array ([5, 7, 9, 12 , 15 , 18 , 22 , 25 , 28 , 32 ]) # ตัวอย่างข้อมูล
# สร้างกราฟแนวโน้ม
plt .plot (time , data , marker ='o', linestyle ='-')
# เพ่ิมป้ายก ากับ
plt .title ('Trend Chart Example' )
plt .xlabel ('Time' )
plt .ylabel ('Data' )
# แสดงกราฟ
plt .grid (True )
plt .show ()

ตัวอย่าง 4.14 : Lec 04 _15 _Trend_chart.py
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ในตัวอย่างน้ี:

    time แทนเวลาหรือตัวแปรอิสระท่ีแสดงบนแกน X
data แทนข้อมูลท่ีต้องการวิเคราะห์และแสดงบนแกน Y
plt.plot () ใช้สร้างเส้นกราฟแนวโน้ม

    plt.title (), plt.xlabel (), และ plt.ylabel () ใช้เพ่ิมป้ายก ากับ
    plt.grid (True) เพ่ือเพ่ิมกริดบนกราฟ

 ค าส่ัง plt.show () จะแสดงกราฟท่ีสร้างข้ึน. กรุณาตรวจสอบว่าคุณได้ติดต้ังไลบรารี Matplotlib ในสภาพแวดล้อม 
Python ของคุณแล้ว

ตัวอย่าง 4.14 : Lec 04 _15 _Trend_chart.py

การสร้างกราฟแนวโน้มในภาษา Python โดยใช้ไลบรารี Matplotlib, น่ีคือตัวอย่างโค้ดท่ีใช้สร้างกราฟแนวโน้ม :
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ตัวอย่าง 4.14 : Lec 04 _15 _Trend_chart.py

การสร้างกราฟแนวโน้มในภาษา Python โดยใช้ไลบรารี Matplotlib, น่ีคือตัวอย่างโค้ดท่ีใช้สร้างกราฟแนวโน้ม :
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การค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages) เป็นเทคนิคทางสถิติท่ีใช้เพ่ือลบออกความส่ันสะเทือนหรือ
ข้อมูลท่ีมีการเปล่ียนแปลงบ่อยในช่วงเวลาเพ่ือให้เห็นแนวโน้มหรือแนวทางท่ีชัดเจนข้ึน . วิธีการน้ีมักถูกน ามาใช้ในการวิเคราะห์
และท านายแนวโน้มของข้อมูลตามเวลา .

น่ีคือตัวอย่างการค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages) ใน Python ด้วยใช้ไลบรารี NumPy:

ตัวอย่าง 4.14 : Lec 04 _15 _Trend_chart.py

ตัวอย่างการค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages) ใน Python ด้วยใช้ไลบรารี NumPy:
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(Moving Averages)
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import numpy as np
import matplotlib .pyplot as plt
# สร้างข้อมูลตัวอย่าง
time = np.arange (1, 21 ) # เวลาหรือตัวแปรอิสระ
data = np.array ([5, 7, 9, 12 , 15 , 18 , 22 , 25 , 28 , 32 , 30 , 27 , 24 , 20 , 18 , 15 , 12 , 10 , 8, 6]) # ข้อมูล
# ก าหนดค่า N เป็นขนาดของหน้าต่างท่ีใช้ในการค านวณเฉล่ียเคล่ือนท่ี
N = 3
# ค านวณค่าเฉล่ียเคล่ือนท่ี
moving_avg = np.convolve (data , np.ones (N)/ N, mode ='valid' )
# สร้างกราฟแสดงข้อมูลเดิมและค่าเฉล่ียเคล่ือนท่ี
plt .plot (time , data , label ='Original Data' , marker ='o', linestyle ='-')
plt .plot (time [N-1:], moving_avg , label =f'Moving Average (N= {N})', marker ='o', linestyle ='-')
# เพ่ิมป้ายก ากับ
plt .title ('Moving Averages Example' )
plt .xlabel ('Time' )
plt .ylabel ('Data' )
plt .legend ()
# แสดงกราฟ
plt .grid (True )
plt .show ()

ตัวอย่าง 4.14 : Lec 04 _15 _Moving_Averages.py

ตัวอย่างการค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages) ใน Python ด้วยใช้ไลบรารี NumPy:
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ในตัวอย่างน้ี :

    N คือขนาดของหน้าต่างท่ีใช้ในการค านวณเฉล่ียเคล่ือนท่ี (ในท่ีน้ีให้ N=3).
np.convolve (data, np.ones (N)/N, mode='valid') ใช้ค านวณค่าเฉล่ีย

เคล่ือนท่ีโดยใช้ convolution ของข้อมูลและเคร่ืองหมายท่ีให้ค่าเท่ากับ 1/ N.
plt.plot () ใช้สร้างกราฟของข้อมูลเดิมและค่าเฉล่ียเคล่ือนท่ี .

กราฟท่ีได้จะแสดงข้อมูลเดิมและค่าเฉล่ียเคล่ือนท่ี (Moving Averages) บนกราฟ
เดียวกัน , ท าให้เห็นว่าค่าเฉล่ียเคล่ือนท่ีช่วยลบออกความส่ันสะเทือนของข้อมูล .

ตัวอย่างการค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages) ใน Python ด้วยใช้ไลบรารี NumPy:

บทท่ี 4
4.2 4.2.5 การวิเคราะห์แนวโน้ม (Trend Analysis)
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1  ความหมายของการวิเคราะห์ความถ่ี (Frequency Analysis).การค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages)4. อธิบายผล

ตัวอย่าง 4.14 : Lec 04 _15 _Moving_Averages.py
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import numpy as np
import matplotlib .pyplot as plt
def moving_average (data , window_size ):

"""
ค านวณค่าเฉล่ียเคล่ือนท่ี (Moving Averages)
Parameters:
- data: ข้อมูลตัวเลขท่ีต้องการค านวณ

  - window_size : ขนาดของหน้าต่างท่ีใช้ในการค านวณค่าเฉล่ียเคล่ือนท่ี

  Returns:
- ค่าเฉล่ียเคล่ือนท่ี

  """
  return np.convolve (data , np.ones (window_size )/ window_size , mode ='valid' )

# สร้างข้อมูลตัวอย่าง
data = np.array ([3, 5, 2, 8, 10 , 7, 6, 4, 11 , 9])
# ก าหนดขนาดของหน้าต่าง (window size) เช่น 3
window_size = 3
# ค านวณค่าเฉล่ียเคล่ือนท่ี
moving_avg_result = moving_average (data , window_size )
# แสดงผลลัพธ์ในรูปแบบกราฟ
plt .plot (data , label ='ข้อมูลต้ังต้น ')
plt .plot (range (window_size -1, len (data )), moving_avg_result , label =f'เฉล่ียเคล่ือนท่ี (ขนาด {window_size })', color ='orange' )
# ตกแต่งกราฟ
plt .title ('Moving Averages' )
plt .xlabel ('ต าแหน่งของข้อมูล ')
plt .ylabel ('ค่า')
plt .legend ()
plt .show ()

บทท่ี 4
4.2 4.2.5 การวิเคราะห์แนวโน้ม (Trend Analysis)
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ตัวอย่าง 4.14 : Lec 04 _15 _Moving_Averages 01 .py
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