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ในบทท่ี 5 กฎความสัมพันธ์ (Association Rules)  เน้ือหาสามารถถูกออกแบบได้ตามความ
ต้องการของการน าเสนอหัวข้อหลัก ๆ และรายละเอียดท่ีเก่ียวข้อง ต่อไปน้ีคือตัวอย่างโครงร่างเน้ือหา
ส าหรับบทท่ี 5 เก่ียวกับกฎความสัมพันธ์ (Association Rules)

 กฎความสัมพันธ์ (Association Rules) เป็นเทคนิคทางสถิติและข้อมูลขนาดใหญ่ท่ีใช้ในการ
ค้นหาความสัมพันธ์ระหว่างตัวแปรในชุดข้อมูล โดยมักใช้ในการวิเคราะห์ข้อมูลการซ้ือขายสินค้าหรือ
พฤติกรรมการใช้บริการลูกค้า เป้าหมายหลักของการใช้กฎความสัมพันธ์คือการค้นหากฎท่ีบอกถึง
ความสัมพันธ์ระหว่างรายการสินค้าหรือตัวแปรอ่ืน ๆ ในชุดข้อมูล ซ่ึงสามารถช่วยใน การท า นายหรือ
ตีความพฤติกรรมของลูกค้าได้

บทท่ี 5 
กฎความสัมพันธ์ (Association Rules)
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บทน า

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.1.1 ความส าคัญของกฎความสัมพันธ์
5.1.2 วัตถุประสงค์ของการใช้กฎความสัมพันธ์ในการเหมืองข้อมูล
5.1.3 ความเช่ือมโยงระหว่างกฎความสัมพันธ์กับการวิเคราะห์ข้อมูล

5.1



ปัจจุบันก้าวเข้าสู่ยุคท่ีมีข้อมูลขนาดมหาศาลซ่ึงเกิดจากการใช้งานในชีวิตประจ าวันของเราเอง เช่น การซ้ือ
สินค้าในซุปเปอร์ มาร์เกต  หรือ การใช้งานเครือข่ายสังคม (social network) แบบต่าง ๆ อาทิเช่น เฟซบุค 
(Facebook) หรือ ทวิตเตอร์ (Twitter) เม่ือข้อมูลมีจ านวนมากข้ึนย่อมท าให้เกิดความต้องการน าข้อมูลเหล่าน้ีมาใช้
เพ่ือก่อให้เกิดประโยชน์มากท่ีสุด วิธีการหน่ึงท่ีนิยมใช้กันมากในปัจจุบันคือการวิเคราะห์หาความสัมพันธ์ท่ีซ่อนอยู่ใน
ข้อมูล วิธีการน้ีคือ “การขุดเหมืองข้อมูล ” (data mining) หรือเรียกทับศัพท์ว่า ดาต้า ไมน์นิง  เป็นการเรียกช่ือทับ
ศัพท์เพ่ือให้เป็นสากลและเข้าใจได้ง่ายกว่า  การวิเคราะห์ข้อมูลด้วยวิธีดาต้า ไมน์นิงน้ีมีตัวอย่างความส าเร็จให้เห็นอยู่
มากมาย ในท่ีน้ีจะขอยกมาเพียง 2  ตัวอย่าง

 - ห้างวอล์มาร์ท (Walmart) 

- ห้างทาร์เก็ท (Target)

Association Rules เป็นหน่ึงในเทคนิคส าคัญในกระบวนการวิเคราะห์ข้อมูล (Data Mining) โดยเฉพาะ
อย่างย่ิงในการวิเคราะห์พฤติกรรมของลูกค้าในเชิงธุรกิจ ความส าคัญของกฎความสัมพันธ์สามารถอธิบายได้ดังน้ี
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5.1 5.1.1 ความหมายของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



กฏความสัมพันธ์ (Association rule) เป็นเทคนิคในการค้นหาความสัมพันธ์ระหว่างตัวแปรต่าง ๆ ใน
ชุดข้อมูล โดย กฏความสัมพันธ์จะแสดงความสัมพันธ์ระหว่างตัวแปรสองตัวข้ึนไป โดยระบุว่าตัวแปรเหล่าน้ันเกิดข้ึน
ร่วมกันบ่อยคร้ังแค่ไหน

ห้างวอล์มาร์ทสามารถประยุกต์ใช้กฏความสัมพันธ์เพ่ือวัตถุประสงค์ต่าง ๆ ดังน้ี

• การปรับปรุงประสบการณ์ของลูกค้า : วอล์มาร์ทสามารถใช้กฏความสัมพันธ์เพ่ือวิเคราะห์พฤติกรรมการซ้ือสินค้าของ
ลูกค้า เพ่ือน าไปปรับปรุงประสบการณ์ของลูกค้า เช่น น าเสนอสินค้าท่ีเก่ียวข้องหรือแนะน าสินค้าอ่ืน ๆ ท่ีลูกค้าอาจ
สนใจ

• การเพ่ิมยอดขาย : วอล์มาร์ทสามารถใช้ กฏความสัมพันธ์เพ่ือวิเคราะห์แนวโน้มการซ้ือสินค้าของลูกค้า เพ่ือน าไป
พัฒนากลยุทธ์การขาย เช่น การจัดโปรโมช่ันสินค้าร่วมกันหรือวางสินค้าให้อยู่ในต าแหน่งท่ีเหมาะสม

• ลดต้นทุน: วอล์มาร์ทสามารถใช้ กฏความสัมพันธ์เพ่ือวิเคราะห์สินค้าคงคลัง เพ่ือน าไปลดต้นทุน เช่น ก าหนดปริมาณ
การส่ังซ้ือสินค้าท่ีเหมาะสมหรือควบคุมสินค้าคงคลังให้อยู่ในระดับท่ีเหมาะสม
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5.1 5.1.1 ความหมายและความส าคัญของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



ตัวอย่างการประยุกต์ใช้กฏความสัมพันธ์ของห้างวอล์มาร์ท เช่น

• วอล์มาร์ทพบว่าลูกค้ามักจะซ้ือสินค้านมและขนมปังร่วมกันบ่อยคร้ัง วอ ล์มาร์ทจึงสามารถน าเสนอสินค้านมและ

ขนมปังร่วมกันในแผนกเดียวกัน เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้าท้ังสองอย่างพร้อมกัน

• วอล์มาร์ทพบว่าลูกค้ามักจะซ้ือสินค้ากระดาษช าระและน้ ายาล้างจานร่วมกันบ่อยคร้ัง วอ ล์มาร์ทจึงสามารถจัด

โปรโมช่ันสินค้ากระดาษช าระและน้ ายาล้างจานร่วมกัน เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้าท้ังสองอย่างพร้อมกัน

• วอล์มาร์ทพบว่าสินค้าบางรายการมีแนวโน้มท่ีจะขายไม่หมด วอ ล์มาร์ทจึงสามารถลดราคาสินค้าเหล่าน้ีเพ่ือลด

ต้นทุนสินค้าคงคลัง

 กฏความสัมพันธ์เป็นเคร่ืองมือท่ีมีประสิทธิภาพท่ีสามารถช่วยให้ห้างวอ ล์มาร์ทปรับปรุงการด าเนินงานและ

เพ่ิมผลประกอบการ
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5.1 5.1.1 ความหมายและความส าคัญของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



ในท่ีน้ีจะขอยกตัวอย่างมาให้ดูสัก 2 ตัวอย่างก่อน โดยตัวอย่างแรกเป็นตัวอย่างคลาสสิก น่ันก็

คือการท่ีห้างวอล์มาร์ท (Walmart) ได้ท าการค้นพบพฤติกรรมการซ้ือสินค้าของลูกค้าท่ีเป็นเพศชายว่า 

ในช่วงเย็นของวันศุกร์ลูกค้ากลุ่มน้ีมักจะมาซ้ือสินค้าสองอย่างควบคู่กันไป น่ันก็คือ “เบียร์และผ้าอ้อม ” 

โดยจากการวิเคราะห์เจาะลึกลงไปก็พบเหตุผลว่าการท่ีสินค้าสองอย่างน้ีมีการซ้ือร่วมกันบ่อย ๆ เพราะว่า 

พ่อบ้านส่วนใหญ่มักจะซ้ือเบียร์ไปด่ืมในช่วงสุดสัปดาห์และเกิดคิดถึงลูกน้อยของตัวเองข้ึนมาจึงซ้ือ

ผ้าอ้อมติดไม้ติดมือไปด้วย (ถ้าเป็นบ้านเราอาจจะพบว่าพฤติกรรมแบบน้ีเกิดข้ึนเพราะพ่อบ้านถูกภรรยาใช้

ให้มาซ้ือผ้าอ้อมให้ลูกแล้วอยากด่ืมเบียร์ด้วยหรือเปล่าก็ไม่รู้ ) หลังจากท่ีห้างวอ ล์มาร์ทรู้ถึงพฤติกรรม

แบบน้ีทางห้างก็สามารถท่ีจะจัดวางสินค้าสองชนิดน้ีให้สามารถค้นหาได้ง่าย ๆ หรือมองเห็นได้ง่ายเพ่ือ

เพ่ิมโอกาสท่ีลูกค้าจะได้ซ้ือติดไม้ติดมือกันไปด้วย

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.012

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

5.1 5.1.1 ความหมายและความส าคัญของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



ห้างทาร์เก็ต (Target) เป็นหน่ึงในห้างค้าปลีกท่ีใหญ่ท่ีสุดในสหรัฐอเมริกา ห้างทาร์เก็ตใช้ กฏความสัมพันธ์
เพ่ือวิเคราะห์พฤติกรรมการซ้ือสินค้าของลูกค้า เพ่ือน าไปปรับปรุงประสบการณ์ของลูกค้าและเพ่ิมยอดขาย
ตัวอย่างการประยุกต์ใช้กฏความสัมพันธ์ของห้างทาร์เก็ต เช่น

• แนะน าสินค้าท่ีเก่ียวข้อง : ห้างทาร์เก็ตสามารถใช้ กฏความสัมพันธ์เพ่ือแนะน าสินค้าท่ีเก่ียวข้องให้กับลูกค้า เช่น 
พบว่าลูกค้ามักจะซ้ือสินค้านมและขนมปังร่วมกันบ่อยคร้ัง ห้างทาร์เก็ตจึงสามารถแนะน าสินค้านมให้กับลูกค้าท่ี
ก าลังซ้ือสินค้าขนมปัง

• จัดโปรโมช่ันสินค้าร่วมกัน : ห้างทาร์เก็ตสามารถใช้ กฏความสัมพันธ์เพ่ือจัดโปรโมช่ันสินค้าร่วมกัน เช่น พบว่า
ลูกค้ามักจะซ้ือสินค้ากระดาษช าระและน้ ายาล้างจานร่วมกันบ่อยคร้ัง ห้างทาร์เก็ตจึงสามารถจัดโปรโมช่ันสินค้า
กระดาษช าระและน้ ายาล้างจานร่วมกัน เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้าท้ังสองอย่างพร้อมกัน

• ส่งอีเมลส่งเสริมการขาย : ห้างทาร์เก็ตสามารถใช้ กฏความสัมพันธ์เพ่ือส่งอีเมลส่งเสริมการขายให้กับลูกค้า เช่น 
พบว่าลูกค้ามักจะซ้ือสินค้าผ้าอ้อมเด็กในช่วงไตรมาสท่ี 3 ของปี ห้างทาร์เก็ตจึงสามารถส่งอีเมลส่งเสริมการขาย
สินค้าผ้าอ้อมเด็กให้กับลูกค้าในช่วงไตรมาสท่ี 3  ของปี เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้า

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.013

5.1 5.1.1 ความหมายและความส าคัญของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



นอกจากน้ี ห้างทาร์เก็ตยังใช้ กฏความสัมพันธ์เพ่ือวิเคราะห์แนวโน้มการซ้ือสินค้าของลูกค้า เพ่ือ

น าไปพัฒนากลยุทธ์การขาย เช่น พบว่าลูกค้ามีแนวโน้มท่ีจะซ้ือสินค้าอิเล็กทรอนิกส์มากข้ึน ห้างทาร์เก็ตจึง

สามารถเพ่ิมพ้ืนท่ีจัดจ าหน่ายสินค้าอิเล็กทรอนิกส์

 กฏความสัมพันธ์เป็นเคร่ืองมือท่ีมีประสิทธิภาพท่ีสามารถช่วยให้ห้างทาร์เก็ตปรับปรุง

ประสบการณ์ของลูกค้าและเพ่ิมยอดขาย โดยห้างทาร์เก็ตใช้ กฏความสัมพันธ์เพ่ือวิเคราะห์พฤติกรรมการ

ซ้ือสินค้าของลูกค้า เพ่ือน าไปพัฒนากลยุทธ์การขายท่ีมีประสิทธิภาพ

 นอกจากห้างวอ ล์มาร์ทและทาร์เก็ตแล้ว ห้างค้าปลีกอ่ืนๆ อีกมากมายก็ใช้ กฏความสัมพันธ์เพ่ือ

ปรับปรุงการด าเนินงานและเพ่ิมผลประกอบการเช่นกัน

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.014

5.1 5.1.1 ความหมายและความส าคัญของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



• กฎความสัมพันธ์ (อังกฤษ : Association Rules) เป็นกระบวนการหน่ึงในการท า Data Mining ท่ี
ได้รับความนิยมมาก โดยจะใช้ Association Rules ในการหาความสัมพันธ์ของข้อมูลสองชุดหรือ
มากกว่าสองชุดข้ึนไปภายในกลุ่มข้อมูลท่ีมีขนาดใหญ่ ในการหากฎความสัมพันธ์น้ันจะมีข้ันตอนวิธีการ
หาหลายวิธีด้วยกัน แต่ข้ันตอนวิธีท่ีเป็นท่ีรู้จักและใช้อย่างแพร่หลายคือ ข้ันตอนวิธี Apriori

• ตัวอย่างหน่ึงของ Association Rules ท่ีใช้กันก็คือ Market Basket Analysis ท่ีใช้ในการหา
ความสัมพันธ์ของสินค้าท่ีลูกค้ามักจะซ้ือพร้อมกัน เพ่ือใช้ในการจัดรายการส่งเสริมการขาย 

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.015

5.1 5.1.1 ความหมายและความส าคัญของกฎความสัมพันธ์ (Association Rules )
บทท่ี 5



กฎความสัมพันธ์มีความส าคัญมากในการวิเคราะห์ข้อมูลและการบริหารจัดการธุรกิจด้วยหลาย

ด้าน  โดยความส าคัญของกฎความสัมพันธ์ มีดังน้ี

1. ค้นพบความสัมพันธ์ท่ีซ่อนอยู่ : กฎความสัมพันธ์ช่วยในการค้นพบความสัมพันธ์ท่ีอาจไม่เป็นท่ีรู้จักหรือซ่อนอยู่ภายใน

ข้อมูลท่ีมีปริมาณมาก น้ีช่วยในการเข้าใจแนวโน้มและความสัมพันธ์ท่ีมีอิทธิพลต่อผลลัพธ์ทางธุรกิจ

2. การท านายและการตัดสินใจทางธุรกิจ : กฎความสัมพันธ์สามารถใช้ในการสร้างแบบจ าลองทางสถิติหรือการเรียนรู้ของ

เคร่ืองเพ่ือท านายผลลัพธ์หรือตัดสินใจทางธุรกิจ น้ีช่วยในการวิเคราะห์แนวโน้มและ การท านายในสถานการณ์ต่าง ๆ

3. การปรับแต่งแผนการตลาด : กฎความสัมพันธ์สามารถใช้ในการวิเคราะห์พฤติกรรมของลูกค้าและกลุ่มเป้าหมาย , ท าให้

ธุรกิจสามารถปรับแผนการตลาดในทิศทางท่ีเหมาะสม

4. การตรวจจับและป้องกันปัญหา : กฎความสัมพันธ์ช่วยในการตรวจจับแนวโน้มท่ีไม่ปกติหรือข้อมูลท่ีผิดปกติท่ีอาจช้ีว่ามี

ปัญหาเกิดข้ึน, ท้ังในด้านความปลอดภัย , การฉ้อโกง, หรือปัญหาอ่ืน ๆ

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.016

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

5.1 5.1.2 ตัวอย่างความส าคัญของกฎความสัมพันธ์
บทท่ี 5



5. การจัดกลุ่มลูกค้า (Customer Segmentation): การเข้าใจและก าหนดกฎความสัมพันธ์ระหว่างลูกค้าช่วยในการ

แบ่งกลุ่มลูกค้าตามลักษณะท่ีคล้ายกัน , ซ่ึงสามารถน าไปใช้ในกลยุทธ์การตลาดท่ีเป็นเอกลักษณ์ส าหรับแต่ละกลุ่ม

6. การพัฒนาสินค้าและบริการ : การเข้าใจความต้องการและความพึงพอใจของลูกค้าท าให้ธุรกิจสามารถพัฒนาสินค้าและ

บริการได้ตรงกับความต้องการ

7. การปรับแต่งประสบการณ์ลูกค้า : การน ากฎความสัมพันธ์มาปรับแต่งประสบการณ์ลูกค้า , ท าให้ธุรกิจสามารถให้บริการและ

ปรับปรุงประสบการณ์ลูกค้าให้ดีย่ิงข้ึน

8. การลดความสูญเสียและเพ่ิมก าไร : การน ากฎความสัมพันธ์มาใช้ในการวิเคราะห์พฤติกรรมของลูกค้าช่วยในการลดความ

สูญเสียและเพ่ิมก าไรด้วยการปรับแผนการตลาดและการบริหารราคา

 การน ากฎความสัมพันธ์มาใช้ในธุรกิจมีผลดีต่อการวิเคราะห์และการบริหารจัดการ , ช่วยให้ธุรกิจสามารถปรับตัวได้

อย่างรวดเร็วตามเปล่ียนแปลงของตลาดและความต้องการของลูกค้า

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.017

5.1 5.1.2 ความส าคัญของกฎความสัมพันธ์
บทท่ี 5



กฎความสัมพันธ์ (Association rule) เป็นเทคนิคหน่ึงของการวิเคราะห์ข้อมูล (Data 

mining) ท่ีใช้เพ่ือค้นหาความสัมพันธ์ระหว่างรายการข้อมูล (Itemset) สองรายการข้ึนไป โดยกฎ

ความสัมพันธ์จะระบุรายการข้อมูลสองรายการว่ามีความเก่ียวข้องกันหรือไม่ และมีความเก่ียวข้องกัน

มากน้อยเพียงใด

 การวิเคราะห์ข้อมูลเป็นกระบวนการในการค้นหารูปแบบและความสัมพันธ์ท่ีซ่อนอยู่ในข้อมูล 

โดยอาศัยเทคนิคและเคร่ืองมือทางคณิตศาสตร์และสถิติ การวิเคราะห์ข้อมูลสามารถแบ่งออกเป็น

ประเภทต่างๆ ได้มากมาย ข้ึนอยู่กับวัตถุประสงค์ของการวิเคราะห์ข้อมูล กฎความสัมพันธ์เป็นเทคนิค

การวิเคราะห์ข้อมูลประเภทหน่ึงท่ีสามารถประยุกต์ใช้ได้ในหลายสถานการณ์ เช่น

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.018

5.1 5.1.3 ความเช่ือมโยงระหว่างกฎความสัมพันธ์กับการวิเคราะห์ข้อมูล
บทท่ี 5



• การวิเคราะห์พฤติกรรมการซ้ือสินค้าของลูกค้า เพ่ือระบุสินค้าท่ีมีความสัมพันธ์กัน เช่น สินค้าประเภทขนมปังและนม มักจะถูกซ้ือร่วมกั น

• การวิเคราะห์ข้อมูลทางการแพทย์ เพ่ือระบุปัจจัยท่ีมีความสัมพันธ์กับการเกิดโรค เช่น ปัจจัยเส่ียงต่อโรคหัวใจ

• การวิเคราะห์ข้อมูลทางการตลาด เพ่ือระบุกลุ่มเป้าหมายของผลิตภัณฑ์หรือบริการ

ความเช่ือมโยงระหว่างกฎความสัมพันธ์กับการวิเคราะห์ข้อมูล สามารถสรุปได้ดังน้ี

• กฎความสัมพันธ์เป็นเทคนิคการวิเคราะห์ข้อมูลประเภทหน่ึง

• กฎความสัมพันธ์ใช้เพ่ือค้นหาความสัมพันธ์ระหว่างรายการข้อมูล

• กฎความสัมพันธ์สามารถประยุกต์ใช้ได้ในหลายสถานการณ์

 โดยสรุปแล้ว กฎความสัมพันธ์เป็นเทคนิคการวิเคราะห์ข้อมูลท่ีสามารถใช้ในการค้นหาความสัมพันธ์ท่ี

ซ่อนอยู่ในข้อมูล ซ่ึงสามารถน าไปประยุกต์ใช้ได้ในหลากหลายสถานการณ์ เพ่ือประโยชน์ในการตัดสินใจและ

วางแผนต่างๆ

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.1 5.1.3 ความเช่ือมโยงระหว่างกฎความสัมพันธ์กับการวิเคราะห์ข้อมูล
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ภาพท่ี 5.1 ความเช่ือมโยงระหว่างกฎความสัมพันธ์กับการวิเคราะห์ข้อมูล
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จากรูป 5.1  กฎความสัมพันธ์เป็นเทคนิคการวิเคราะห์ข้อมูลประเภทหน่ึงท่ีสามารถใช้ในการค้นหา

ความสัมพันธ์ระหว่างรายการข้อมูล รายการข้อมูลสามารถเป็นข้อมูลใดๆ ก็ได้ เช่น สินค้า ลูกค้า เหตุการณ์ 

หรือข้อมูลอ่ืนๆ กฎความสัมพันธ์สามารถประยุกต์ใช้ได้ในหลายสถานการณ์ เช่น การวิเคราะห์พฤติกรรมการซ้ือ

สินค้าของลูกค้า การวิเคราะห์ข้อมูลทางการแพทย์ และการวิเคราะห์ข้อมูลทางการตลาด

• ตัวอย่างเช่น ร้านค้าปลีกสามารถใช้กฎความสัมพันธ์เพ่ือวิเคราะห์ข้อมูลการซ้ือสินค้าของลูกค้า เพ่ือระบุสินค้า

ท่ีมีความสัมพันธ์กัน เช่น สินค้าประเภทขนมปังและนม มักจะถูกซ้ือร่วมกัน ร้านค้าปลีกสามารถใช้ข้อมูลน้ีเพ่ือ

วางสินค้าให้เหมาะสมร่วมกัน เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้ามากข้ึน

• อีกตัวอย่างหน่ึง โรงพยาบาลสามารถใช้กฎความสัมพันธ์เพ่ือวิเคราะห์ข้อมูลทางการแพทย์ เพ่ือระบุปัจจัยท่ีมี

ความสัมพันธ์กับการเกิดโรค เช่น ปัจจัยเส่ียงต่อโรคหัวใจ โรงพยาบาลสามารถใช้ข้อมูลน้ีเพ่ือพัฒนา

โปรแกรมป้องกันโรคหัวใจ
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พ้ืนฐานของกฎความสัมพันธ์

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.2.1 กลุ่มข้อมูล (Itemset)
5.2.2 กฎความสัมพันธ์ (Association Rule)
5.2.3 ค่าสนับสนุน (Support)
5.2.4 ค่าเช่ือม่ัน (Confidence)
5.2.5 ค่าเช่ือม่ันท่ีต่ าสุด (Minimum Confidence)

5.2



พ้ืนฐานของกฎความสัมพันธ์น้ันอยู่ในการค้นหาความสัมพันธ์ระหว่างกลุ่มข้อมูลหรือรายการต่าง ๆ ใน

ชุดข้อมูลน้ี เก่ียวข้องกับการพัฒนากฎทางสถิติท่ีบอกถึงลักษณะของข้อมูลท่ีมีความเก่ียวข้องกัน โดย

พ้ืนฐานท่ีส าคัญของกฎความสัมพันธ์ มีดังน้ี 

1) กลุ่มข้อมูล (Itemset): เป็นเซ็ตของรายการท่ีปรากฏพร้อมกันในชุดข้อมูล Itemset  ท่ีมีจ านวน

รายการมากกว่า 1 เรียกว่า Itemset ท่ีมีขนาด (size) มากกว่า 1 ยกตัวอย่างเช่น , {A, B} เป็น 

Itemset ขนาด 2

2) กฎความสัมพันธ์ (Association Rule): กฎท่ีระบุความสัมพันธ์ระหว่าง Itemset ในรูปแบบ "ถ้ามี A 

แล้ว B ก็จะเกิดข้ึน " หรือในรูปย่อ "A → B“ กฎความสัมพันธ์มีสองส่วนคือ ส่วนก่อนเง่ือนไข 

(Antecedent) และส่วนหลังเง่ือนไข (Consequent)

3) ค่าสนับสนุน (Support): ความถ่ีท่ีกลุ่มข้อมูลหรือ Itemset ปรากฏในชุดข้อมูล  ค่าสนับสนุนค านวณ

จากจ านวนรายการท่ีปรากฏ Itemset น้ัน ๆ หาร以จ านวนรวมของ Itemset ท้ังหมด

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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4) ค่าเช่ือม่ัน (Confidence):  ค่าเช่ือม่ันบ่งบอกถึงความน่าจะเป็นท่ีกฎความสัมพันธ์จะเป็นจริง , เม่ือ 

Itemset  ในส่วนก่อนเง่ือนไข ( Antecedent)  ปรากฏ , แล้ว Itemset  ในส่วนหลังเง่ือนไข 

(Consequent) ก็จะปรากฏ

5) ค่าเช่ือม่ันท่ีต่ าสุด (Minimum Confidence): ค่าท่ีก าหนดให้กฎความสัมพันธ์ถูกยอมรับเป็นถูกต้อง 

กฎท่ีมีค่าเช่ือม่ันต่ ากว่าค่าท่ีก าหนดจะถือว่าไม่สนับสนุนความสัมพันธ์น้ัน

 

 การใช้ค่าสนับสนุนและค่าเช่ือม่ันท่ีต่ าสุดช่วยในการควบคุมความละเอียดของกฎความสัมพันธ์ท่ีถูกสร้าง

ข้ึน, ท าให้เฉพาะกฎท่ีมีความสัมพันธ์ท่ีมีนัยยะมีความน่าสนใจถูกน าเสนอ

 การใช้กฎความสัมพันธ์ในการวิเคราะห์ข้อมูลมีประโยชน์มากในการค้นพบความสัมพันธ์ท่ีซ่อนอยู่ , ท านาย

แนวโน้ม, และปรับปรุงการตัดสินใจทางธุรกิจ
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การท า เหมืองข้อมูล (Data Mining) เป็นกระบวนการท่ีใช้เทคนิคต่าง ๆ เพ่ือค้นหาความรู้ท่ีซ่อนอยู่ในข้อมูล ซ่ึงสามารถ

น าไปใช้ในการตัดสินใจหรือการวิเคราะห์ ประเภทข้อมูลส าหรับ การท า เหมืองข้อมูลมีหลายประการ และข้ึนอยู่กับลักษณะของข้อมูลท่ี

เราต้องการท าเหมือง ตัวอย่างข้อมูลท่ีถูกน ามาใช้ใน การท า เหมืองข้อมูล มีดังน้ี

1. ข้อมูลสถิติ (Numerical Data) คือข้อมูลท่ีมีลักษณะเป็นตัวเลข เช่น อายุ , รายได้ , น้ าหนัก , ความยาว เป็นต้น .

2. ข้อมูลแบบประเภท (Categorical Data) คือข้อมูลท่ีมีลักษณะเป็นประเภทหรือหมวดหมู่ เช่น เพศ , สี, ประเภทของสินค้า .

3 . ข้อมูลท่ีมีล าดับ (Ordinal Data)  คือข้อมูลท่ีมีล าดับหรือล าดับความส าคัญ เช่น ระดับการส าเร็จการศึกษา (มัธยม , ปวช ., 

ปวส.).

4. ข้อมูลท่ีมีโครงสร้าง (Structured Data) คือข้อมูลท่ีถูกจัดเก็บในรูปแบบท่ีมีโครงสร้าง , เช่น ข้อมูลในฐานข้อมูลท่ีมีตารางและ

คอลัมน์ .

5. ข้อมูลท่ีไม่มีโครงสร้าง (Unstructured Data) คือข้อมูลท่ีไม่มีโครงสร้างท่ีแน่นอน , เช่น ข้อความ , รูปภาพ , ไฟล์เสียง .
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6.  ข้อมูลชุดเวลา (Time Series Data) คือข้อมูลท่ีมีการจัดเก็บตามช่วงเวลา , เช่น ข้อมูลการขายประจ าเดือน , ข้อมูลอุณหภูมิ

ประจ าวัน .

7.  ข้อมูลหลายมิติ (Multidimensional Data) คือข้อมูลท่ีมีหลายมิติ , เช่น ข้อมูลท่ีมีการวัดท้ังหลายทิศทาง (ตัวแปรหลายตัว ).

8.  ข้อมูลกราฟ (Graph Data) คือข้อมูลท่ีถูกแสดงในรูปแบบกราฟ , เช่น ข้อมูลเครือข่ายโซ เชียล, กราฟการจราจร .

9.  ข้อมูลเปรียบเทียบ (Comparative Data) คือข้อมูลท่ีใช้เปรียบเทียบระหว่างกลุ่ม , เช่น ผลประเมินหลายกลุ่ม .

 

 การท า เหมืองข้อมูลมักใช้เทคนิคและวิธีการท่ีเหมาะสมกับประเภทข้อมูลและวัตถุประสงค์ของ การท า เหมืองข้อมูลน้ัน ๆ

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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ตัวอย่าง ข้อมูลสถิติเชิงตัวเลข

1 อายุนักเรียนช้ันมัธยมศึกษาปีท่ี 6

2 คะแนนสอบวิชาคณิตศาสตร์ของนักเรียนช้ันมัธยมศึกษาปีท่ี 5

3 น้ าหนักของเด็กทารกแรกเกิด

4 ความยาวของไม้บรรทัด

5 อุณหภูมิของน้ าในสระว่ายน้ า

6 จ านวนรถยนต์ท่ีว่ิงบนถนนสายหลัก

7 ยอดขายสินค้าของห้างสรรพสินค้า

8 ปริมาณฝนท่ีตกในแต่ละวัน

9 ความเร็วลมท่ีพัดผ่านเสาอากาศ

ข้อมูลสถิติ (Numerical Data) คือข้อมูลท่ีมีลักษณะเป็นตัวเลข เช่น อายุ , รายได้ , น้ าหนัก , ความยาว เป็นต้น .

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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ตัวอย่างข้อมูลแบบประเภท (Categorical Data) ได้แก่
• เพศ (ชาย/หญิง)
• สัญชาติ (ไทย/อังกฤษ/จีน/ญ่ีปุ่น)
• ระดับการศึกษา (ประถมศึกษา/มัธยมศึกษา/อุดมศึกษา)
• อาชีพ (พนักงานบริษัท/ข้าราชการ/เกษตรกร)
• ประเภทสินค้า (อาหาร/เส้ือผ้า/เคร่ืองใช้ไฟฟ้า)
• ประเภทภาพยนตร์ (แอ็คช่ัน/โรแมนติก/คอเมดี)
• ประเภทเพลง (ป๊อป/ ร็อค/คลาสสิก)

ตัวอย่าง ข้อมูลแบบประเภท

1 เพศ

2 สัญชาติ

3 ระดับการศึกษา

4 อาชีพ

5 ประเภทสินค้า

6 ประเภทภาพยนตร์

7 ประเภทเพลง

8 ประเภทอาหาร

9ประเภทสถานท่ีท่องเท่ียว
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ตัวอย่าง ข้อมูลสถิติเชิงตัวเลข

1 อายุนักเรียนช้ันมัธยมศึกษาปีท่ี 6

2 คะแนนสอบวิชาคณิตศาสตร์ของนักเรียนช้ันมัธยมศึกษาปีท่ี 5

3 น้ าหนักของเด็กทารกแรกเกิด

4 ความยาวของไม้บรรทัด

5 อุณหภูมิของน้ าในสระว่ายน้ า

6 จ านวนรถยนต์ท่ีว่ิงบนถนนสายหลัก

7 ยอดขายสินค้าของห้างสรรพสินค้า

8 ปริมาณฝนท่ีตกในแต่ละวัน

9 ความเร็วลมท่ีพัดผ่านเสาอากาศ

ข้อมูลสถิติ (Numerical Data) คือข้อมูลท่ีมีลักษณะเป็นตัวเลข เช่น อายุ , รายได้, น้ าหนัก, ความยาว เป็นต้น .

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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กลุ่มข้อมูล (Itemset):  เป็นเซ็ตของรายการท่ีปรากฏพร้อมกันในชุดข้อมูล
Itemset  ท่ีมีจ านวนรายการมากกว่า 1 เรียกว่า Itemset  ท่ีมีขนาด (size) มากกว่า 1 
ยกตัวอย่างเช่น , {A, B} เป็น Itemset ขนาด 2

รายการสินค้า

• ขนมปัง

• นม

• ไข่

• กาแฟ

• น้ าผลไม้

ตัวอย่างกลุ่มข้อมูล (Itemset)  ส าหรับ

สินค้า ได้แก่ :

• {ขนมปัง , นม}

• {ไข่, นม}

• {กาแฟ , น้ าผลไม้ }

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.030

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5



กลุ่มข้อมูล (Itemset): เป็นเซ็ตของรายการท่ีปรากฏพร้อมกันในชุดข้อมูล . 
Itemset ท่ีมีจ านวนรายการมากกว่า 1 เรียกว่า Itemset ท่ีมีขนาด (size) มากกว่า 1. 
ยกตัวอย่างเช่น , {A, B} เป็น Itemset ขนาด 2.

รายการลูกค้า

• ลูกค้า A

• ลูกค้า B

• ลูกค้า C

• ลูกค้า D

ตัวอย่างกลุ่มข้อมูล (Itemset)  ส าหรับลูกค้า 

ได้แก่ :

• {ลูกค้า A, ลูกค้า B}

• {ลูกค้า B, ลูกค้า C}

• {ลูกค้า C, ลูกค้า D}

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.031

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5



ตัวอย่างข้อมูล 5 ชุดท่ีใช้ส าหรับเตรียมกลุ่มข้อมูล (Itemset) เพ่ือหากฏความสัมพันธ์:

1. Transaction 1: A, B, C, D

2. Transaction 2: B, D, E

3. Transaction 3: A, C, E

4. Transaction 4: B, C, D

5. Transaction 5: A, B

 ในท่ีน้ี, A, B, C, D, E คือรายการสินค้าท่ีปรากฏในแต่ละธุรกรรม คุณสามารถใช้ข้อมูลน้ีเพ่ือทดสอบการหา กฏ
ความสัมพันธ์ท่ีเก่ียวข้องกับ Itemset ต่าง ๆ ในชุดข้อมูลของคุณ

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.032

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5



รายการสินค้าเหล่าน้ีเป็นรายการสินค้าท่ัวไปท่ีพบได้บ่อยในชีวิตประจ าวัน

ล าดับ ช่ือรายการสินค้า

1 ขนมปัง

2 นม

3 ไข่

4 กาแฟ

5 น้ าผลไม้

6 ข้าว

7 ปลา

8 เน้ือสัตว์

9 ผัก

10 ผลไม้

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.033

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5

ตัวอย่างกลุ่มข้อมูล (Itemset)  ส าหรับรายการ

สินค้า ได้แก่ :

• {ขนมปัง , ไข่}

• {นม, ไข่, ปลา}

• {นม, ไข่, ผัก, ข้าว}



กลุ่มข้อมูล (Itemset):  เป็นเซ็ตของรายการท่ีปรากฏพร้อมกันในชุดข้อมูล

Itemset  ท่ีมีจ านวนรายการมากกว่า 1 เรียกว่า Itemset  ท่ีมีขนาด (size)  มากกว่า 1

ยกตัวอย่างเช่น , {A, B} เป็น Itemset ขนาด 2

รายการเหตุการณ์

• เหตุการณ์ A

• เหตุการณ์ B

• เหตุการณ์ C

• เหตุการณ์ D

ตัวอย่างกลุ่มข้อมูลส าหรับเหตุการณ์ 

ได้แก่:

• {เหตุการณ์ A, เหตุการณ์ B}

• {เหตุการณ์ B, เหตุการณ์ C}

• {เหตุการณ์ C, เหตุการณ์ D}

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.034

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5



โดยท่ัวไปแล้ว กลุ่มข้อมูลสามารถเป็นข้อมูลใดๆ ก็ได้ ข้ึนอยู่กับวัตถุประสงค์
ของการวิเคราะห์ข้อมูล ตัวอย่างเช่น รายการข้อมูลสามารถเป็นสินค้า ลูกค้า 
เหตุการณ์ หรือข้อมูลอ่ืน ๆ ก็ได้

ต่อไปน้ีเป็นตัวอย่าง
เพ่ิมเติมของกลุ่มข้อมูล :

    รายการค า

• {หมา, แมว }

• {บ้าน, รถ}

• {รัก, ชอบ}

รายการตัวเลข

• {1, 2, 3}

• {4, 5, 6}

• {7, 8, 9}

รายการสัญลักษณ์

• {A, B, C}

• {D, E, F}

• {G, H, I}

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.035

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5



ตารางน้ีแสดงรายการข้อมูลท้ังหมดท่ีมี

อยู่ในชุดข้อมูล รายการข้อมูลแต่ละรายการแสดง

อยู่ในรายการแยกกัน โดยล าดับของรายการข้อมูล

ในรายการไม่ได้มีความส าคัญ

 นอกจากน้ี ยังสามารถแสดงกลุ่มข้อมูล

ในรูปแบบตารางท่ีแสดงรายการข้อมูลท้ังหมดท่ีมี

อยู่ในชุดข้อมูล และจ านวนคร้ังท่ีรายการข้อมูลแต่

ละรายการปรากฏในชุดข้อมูลได้อีกด้วย 

ตัวอย่างเช่น :

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.036

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5



import pandas as pd
# สร้าง DataFrame จากข้อมูล

data = {

'ล าดับ': [1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ],

  'ช่ือรายการสินค้า ': ['ขนมปัง ', 'นม', 'ไข่', 'กาแฟ ', 'น้ าผลไม้ ',

  'ข้าว', 'ปลา', 'เน้ือสัตว์ ', 'ผัก', 'ผลไม้ ']

}
df = pd.DataFrame (data )
# แสดง DataFrame

print (df )

ล าดับ ช่ือรายการสินค้า

1 ขนมปัง

2 นม

3 ไข่

4 กาแฟ

5 น้ าผลไม้

6 ข้าว

7 ปลา

8 เน้ือสัตว์

9 ผัก

10 ผลไม้

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.037

5.2 5.2.2  กลุ่มข้อมูล (Itemset): 
บทท่ี 5

File: ตัวอย่างท่ี 1 การแสดง items
Lec 05 _01 _assocication_rule_Itemset.py



กฎความสัมพันธ์ (Association Rule)

 เป็นเทคนิคหน่ึงของการวิเคราะห์ข้อมูล (Data Mining)  ท่ีใช้เพ่ือค้นหาความสัมพันธ์ระหว่างรายการข้อมูล 

(Itemset) สองรายการข้ึนไป โดยกฎความสัมพันธ์จะระบุรายการข้อมูลสองรายการว่ามีความเก่ียวข้องกันหรือไม่ และมีความ

เก่ียวข้องกันมากน้อยเพียงใด

 รายการข้อมูล (Itemset) คือชุดของข้อมูลใด ๆ ก็ได้ เช่น สินค้า ลูกค้า เหตุการณ์ หรือข้อมูลอ่ืนๆ กฎความสัมพันธ์

จะพิจารณาว่ารายการข้อมูลสองรายการมีความเก่ียวข้องกันหรือไม่ โดยพิจารณาจากความถ่ีท่ีรายการข้อมูลท้ังสองรายการ

ปรากฏร่วมกันในชุดข้อมูล

กฎความสัมพันธ์สามารถเขียนในรูปแบบต่อไปน้ี :

A → B

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.038

5.2 5.2.3  กฎความสัมพันธ์ (Association Rule)
บทท่ี 5



ซ่ึงหมายความว่า รายการข้อมูล A มักจะปรากฏพร้อมกับรายการข้อมูล B ในชุดข้อมูล

ตัวอย่างเช่น กฎความสัมพันธ์ต่อไปน้ีระบุว่า ลูกค้ามักจะซ้ือสินค้าประเภทขนมปังและนมร่วมกัน :

{ขนมปัง , นม} => {นม}

A => B

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.039

5.2 5.2.3  กฎความสัมพันธ์ (Association Rule)
บทท่ี 5



กฎความสัมพันธ์สามารถประยุกต์ใช้ได้ในหลายสถานการณ์ เช่น

    การวิเคราะห์พฤติกรรมการซ้ือสินค้าของลูกค้า เพ่ือระบุสินค้าท่ีมีความสัมพันธ์กัน เช่น สินค้าประเภทขนมปังและนม มักจะ

ถูกซ้ือร่วมกัน ร้านค้าปลีกสามารถใช้ข้อมูลน้ีเพ่ือวางสินค้าให้เหมาะสมร่วมกัน เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้ามากข้ึน

    การวิเคราะห์ข้อมูลทางการแพทย์ เพ่ือระบุปัจจัยท่ีมีความสัมพันธ์กับการเกิดโรค เช่น ปัจจัยเส่ียงต่อโรคหัวใจ โรงพยาบาล

สามารถใช้ข้อมูลน้ีเพ่ือพัฒนาโปรแกรมป้องกันโรคหัวใจ

    การวิเคราะห์ข้อมูลทางการตลาด เพ่ือระบุกลุ่มเป้าหมายของผลิตภัณฑ์หรือบริการ เช่น ลูกค้าท่ีมีแนวโน้มท่ีจะซ้ือผลิตภัณฑ์

หรือบริการ หน่วยงานการตลาดสามารถใช้ข้อมูลน้ีเพ่ือก าหนดกลยุทธ์ทางการตลาดท่ีเหมาะสม

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.040

5.2 5.2.3  กฎความสัมพันธ์ (Association Rule)
บทท่ี 5



ข้ันตอนในการค้นหากฎความสัมพันธ์ ประกอบไปด้วย 3 ข้ันตอนมีดังน้ี

1. การหา frequent itemsets

 ข้ันตอนแรกคือ การหา frequent itemsets  ซ่ึงเป็นรายการข้อมูลท่ีมีจ านวนคร้ังท่ีปรากฏในชุด

ข้อมูลมากกว่าเกณฑ์ท่ีก าหนด

 2. การหากฎความสัมพันธ์

 จาก frequent itemsets  ท่ีได้จากการหาในข้ันตอนแรก สามารถใช้วิธีการต่าง ๆ เพ่ือหากฎ

ความสัมพันธ์ เช่น

• วิธีการ Apriori

• วิธีการ Eclat

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.041

5.2 5.2.4  ข้ันตอนในการค้นหากฎความสัมพันธ์
บทท่ี 5



3. การคัดเลือกกฎความสัมพันธ์

 กฎความสัมพันธ์ท่ีพบท้ังหมดอาจไม่มีความส าคัญเท่ากัน จึงต้องมีการคัดเลือกกฎความสัมพันธ์ท่ี

มีนัยส าคัญทางสถิติ โดยพิจารณาจากตัววัดความส าคัญ เช่น

• ความถ่ี/ ค่าสนับสนุน (Support)

• ความเช่ือม่ัน (Confidence)

• ความแปลกใหม่ (Lift)

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.042

5.2 5.2.4  ข้ันตอนในการค้นหากฎความสัมพันธ์ (ต่อ…)
บทท่ี 5



ตัวอย่าง_02 : การหา frequent itemsets

# ติดต้ังไลบรารี mlxtend ถ้ายังไม่ได้ติดต้ัง

# pip install mlxtend
import pandas as pd # เพ่ิมบรรทัดน้ี
from mlxtend .preprocessing import TransactionEncoder

from mlxtend .frequent_patterns import apriori , association_rules
# ข้อมูลตัวอย่าง (Transaction Data)

transactions = [

['Milk' , 'Bread' , 'Eggs' ],

['Bread' , 'Eggs' ],

['Milk' , 'Bread' , 'Cookies' ],

['Milk' , 'Eggs' ],

['Bread' , 'Cookies' ]

]

ตัวอย่างที 02 : การหา frequent itemsets
File : Lec 05 _02 _association_frequent_ 01 .py

Part_01

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.043

5.2 5.2.5  การหา frequent itemsets
บทท่ี 5



# แปลงข้อมูลเป็นรูปแบบท่ีเหมาะส าหรับใช้กับ Apriori Algorithm

te = TransactionEncoder ()

te_ary = te.fit (transactions ).transform (transactions )

df = pd.DataFrame (te_ary , columns =te.columns _) # ใช้ pd เพ่ือสร้าง DataFrame
# หา frequent itemsets ด้วย Apriori Algorithm

frequent_itemsets = apriori (df, min_support =0.2, use_colnames =True)
# สร้าง association rules จาก frequent itemsets

rules = association_rules (frequent_itemsets , metric ="confidence" , min_threshold =0.7)
# แสดง frequent itemsets

print ("Frequent Itemsets :")

print (frequent_itemsets )
# แสดง association rules

print ("\nAssociation Rules:" )

print (rules )

ตัวอย่าง_01 : การหา frequent itemsets
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5.2 5.2.5  การหา frequent itemsets
บทท่ี 5

ตัวอย่างที 02 : การหา frequent itemsets
File : Lec 05 _02 _association_frequent_ 01 .py

Part_02



ตัวอย่าง_01 : การหา frequent itemsets
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5.2 5.2.5  การหา frequent itemsets
บทท่ี 5

File : Lec 05 _02 _association_frequent_ 01 .pyผลลัพธ์



ตัวอย่างของกฎความสัมพันธ์ท่ีมีนัยส าคัญทางสถิติ ได้แก่

• กฎความสัมพันธ์ท่ีมีความถ่ีสูง เช่น กฎความสัมพันธ์ท่ีระบุว่า ลูกค้ามักจะซ้ือสินค้าประเภทขนมปังและนมร่วมกัน

• กฎความสัมพันธ์ท่ีมีความเช่ือม่ันสูง เช่น กฎความสัมพันธ์ท่ีระบุว่า ลูกค้ามักจะซ้ือสินค้าประเภทขนมปังและนมร่วมกัน โดย

ลูกค้า 80 % ท่ีซ้ือขนมปังมักจะซ้ือนมด้วย

• กฎความสัมพันธ์ท่ีมีความแปลกใหม่สูง เช่น กฎความสัมพันธ์ท่ีระบุว่า ลูกค้ามักจะซ้ือสินค้าประเภทขนมปังและนมร่วมกัน โดย

ลูกค้า 20 % ท่ีซ้ือนมมักจะซ้ือขนมปังด้วย

 กฎความสัมพันธ์สามารถน าไปประยุกต์ใช้ได้ในหลากหลายสถานการณ์ โดยมีประโยชน์ในการระบุความสัมพันธ์ท่ีซ่อน

อยู่ในข้อมูล ซ่ึงสามารถน าไปใช้ในการตัดสินใจและวางแผนต่างๆ ได้
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5.2 5.2.6  กฎความสัมพันธ์ (Association Rule)
บทท่ี 5



ค่าสนับสนุน (Support)  เป็นค่าท่ีใช้วัดความถ่ีท่ีรายการข้อมูลสองรายการปรากฏร่วมกันในชุด

ข้อมูล ค่าสนับสนุนสามารถเขียนเป็นเปอร์เซ็นต์ได้ โดยค านวณจากสูตรต่อไปน้ี

Support(A, B) = ( จ านวนคร้ังของ (A, B)  ปรากฏในชุดข้อมูล ) / ( จ านวนรายการข้อมูลท้ังหมดในชุดข้อมูล )

 ตัวอย่างเช่น สมมติว่ามีชุดข้อมูลรายการซ้ือสินค้าของลูกค้า 100 รายการ โดยมีรายการสินค้า 10  รายการ และพบ

รายการสินค้า {ขนมปัง , นม} ปรากฏร่วมกัน 2 คร้ัง ค่าสนับสนุนของรายการสินค้า {ขนมปัง , นม} คือ:

 Support({ ขนมปัง , นม}) = ( 2 / 100 ) * 100 % = 2%
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.048

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

ภาพท่ี 4 แสดงค่า support ของ itemset ท่ี
มีความยาว 2

ก าหน าค่า minimum support = 50 %

ภาพท่ี 5 แสดง frequent itemset ท่ีมีความยาว 2



• ค่าสนับสนุนสามารถใช้เพ่ือวัดความส าคัญทางสถิติของกฎความสัมพันธ์ โดยกฎความสัมพันธ์ท่ีมีค่าสนับสนุนสูง แสดงว่ารายการ
ข้อมูลสองรายการมีความเก่ียวข้องกันสูง

• โดยท่ัวไปแล้ว ค่าสนับสนุนท่ีใช้ในการคัดเลือกกฎความสัมพันธ์จะก าหนดโดยผู้วิเคราะห์ข้อมูล โดยอาจก าหนดค่าสนับสนุนข้ันต่ าท่ีกฎ
ความสัมพันธ์ต้องมี เพ่ือให้มีนัยส าคัญทางสถิติ

ตัวอย่างเช่น สมมติว่าก าหนดค่าสนับสนุนข้ันต่ าไว้ท่ี 10 % กฎความสัมพันธ์ท่ีมีค่าสนับสนุนน้อยกว่า 10 % จะถูกตัดท้ิง

ค่าสนับสนุนสามารถใช้ประยุกต์ใช้ได้ในหลายสถานการณ์ เช่น

• การวิเคราะห์พฤติกรรมการซ้ือสินค้าของลูกค้า เพ่ือระบุสินค้าท่ีมีความสัมพันธ์กัน เช่น สินค้าประเภทขนมปังและนม มักจะถูกซ้ือ
ร่วมกัน ร้านค้าปลีกสามารถใช้ข้อมูลน้ีเพ่ือวางสินค้าให้เหมาะสมร่วมกัน เพ่ือกระตุ้นให้ลูกค้าซ้ือสินค้ามากข้ึน

• การวิเคราะห์ข้อมูลทางการแพทย์ เพ่ือระบุปัจจัยท่ีมีความสัมพันธ์กับการเกิดโรค เช่น ปัจจัยเส่ียงต่อโรคหัวใจ โรงพยาบาลสามารถ
ใช้ข้อมูลน้ีเพ่ือพัฒนาโปรแกรมป้องกันโรคหัวใจ

• การวิเคราะห์ข้อมูลทางการตลาด เพ่ือระบุกลุ่มเป้าหมายของผลิตภัณฑ์หรือบริการ เช่น ลูกค้าท่ีมีแนวโน้มท่ีจะซ้ือผลิตภัณฑ์หรือ
บริการ หน่วยงานการตลาดสามารถใช้ข้อมูลน้ีเพ่ือก าหนดกลยุทธ์ทางการตลาดท่ีเหมาะสม
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5



 ชุดข้อมูลท่ีก าหนดน้ีเป็นตารางข้อมูล (DataFrame ) ท่ีแสดงรายการสินค้าท่ีถูก
ซ้ือหรือไม่ถูกซ้ือในแต่ละธุรกรรมหรือบรรทัดข้อมูล . ข้อมูลถูกเรียงตามช่ือสินค้าและแสดง
ในรูปของ 0 หรือ 1 ซ่ึงแทนว่าสินค้าน้ันถูกซ้ือ (1) หรือไม่ถูกซ้ือ (0) ในแต่ละธุรกรรม

ตัวอย่าง

 แต่ละแถวแสดงธุรกรรมหน่ึง ๆ และแต่ละคอลัมน์แสดงสินค้าท่ีเป็นไปได้ . เช่น , 
ในธุรกรรมท่ี 0  มีขนมปัง 1, นม 1, ไข่ 0, กาแฟ 0, น้ าผลไม้ 0  ซ่ึงแปลว่ามีการซ้ือขนม
ปังและนม แต่ไม่ซ้ือไข่ , กาแฟ , หรือน้ าผลไม้

 ชุดข้อมูลแบบน้ีมักถูกน ามาใช้ในการวิเคราะห์ Association Rules ( กฎการ
เช่ือมโยง ) โดยส่วนใหญ่เพ่ือค้นหารูปแบบหรือความสัมพันธ์ท่ีเกิดข้ึนบ่อยในการซ้ือสินค้า .

data = pd.DataFrame ({

"ขนมปัง": [1, 1, 0, 0, 0],

  "นม": [1, 1, 1, 0, 0],

  "ไข่": [0, 1, 0, 1, 0],

  "กาแฟ ": [0, 0, 1, 1, 1],

  "น้ าผลไม้ ": [0, 0, 0, 1, 1]

})

ขนมปัง  นม  ไข่  กาแฟ  น้ าผลไม้

0        1    1     0      0          0

1        1    1     1      0          0

2        0    1     0      1          0

3        0    0     1      1          1

4        0   0    0     1         1
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

ตัวอย่างการหาค่า support ในภาษาไพธอน



import pandas as pd

# ก าหนดชุดข้อมูล

data = pd.DataFrame ({

"ขนมปัง": [1, 1, 0, 0, 0],

  "นม": [1, 1, 1, 0, 0],

  "ไข่": [0, 1, 0, 1, 0],

  "กาแฟ ": [0, 0, 1, 1, 1],

  "น้ าผลไม้ ": [0, 0, 0, 1, 1]

})

# ค านวณค่าสนับสนุนของรายการสินค้า {ขนมปัง , นม}

support = data .iloc [:, :2].isin ([1, 1]).sum () / data .shape [0]

# แสดงผลค่าสนับสนุน

print (support )

ผลลัพธ์
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

File : ตัวอย่างท่ี 5.3 การหาค่า support ในภาษาไพธอน
Lec 05 _03 _association_rule_support 01 .py



โค้ดข้างต้นจะก าหนดชุดข้อมูลท่ีมีรายการสินค้า 5  รายการ โดยมีรายการสินค้า {ขนมปัง, นม} ปรากฏร่วมกัน 3 

คร้ัง

 การค านวณค่าสนับสนุนของรายการสินค้า {ขนมปัง, นม} จะใช้ฟังก์ชัน isin () เพ่ือตรวจสอบว่ารายการสินค้าท้ัง

สองรายการปรากฏร่วมกันในแถวใดในชุดข้อมูล

 ผลลัพธ์ของโค้ดข้างต้นคือ :

0.6
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

ตัวอย่างการหาค่า support ในภาษาไพธอน



อธิบายโค้ดน้ีใช้ Pandas เพ่ือค านวณค่าสนับสนุน (support) ของรายการสินค้า {ขนมปัง , นม} จากชุดข้อมูลท่ีก าหนดใน 
DataFrame `data`

โดยมีข้ันตอนดังน้ี

1. ìmport pandas as pd`: น าเข้าไลบรารี Pandas และต้ังช่ือย่อเป็น p̀d` เพ่ือให้สามารถใช้ฟังก์ชันและคลาสของ Pandas ได้

2. ก าหนดชุดข้อมูล d̀ata` ในรูปแบบของ DataFrame ท่ีประกอบไปด้วยคอลัมน์ต่างๆ แทนสินค้าต่างๆ และค่า 0  หรือ 1  บอกถึงการซ้ือ
หรือไม่ซ้ือสินค้าน้ันๆ ในแต่ละบรรทัด

3. `data.iloc [:, :2].isin ([1, 1])`: ใช้ .̀iloc ` เพ่ือเลือกเฉพาะคอลัมน์ท่ี 1 ถึง 2 (ไม่รวมคอลัมน์ท่ี 2) จากน้ันใช้ .̀isin ([1, 1])` เพ่ือดูว่า
ค่าใน DataFrame เป็น 1, 1 หรือไม่

4. .̀sum() / data.shape [0]`: นับจ านวนท่ีค่าเป็น True ในแต่ละคอลัมน์แล้วหารด้วยจ านวนแถวท้ังหมดของ DataFrame เพ่ือ
ค านวณสนับสนุน

5. p̀rint(support)`: แสดงผลค่าสนับสนุนท่ีค านวณได้

ดังน้ัน, โค้ดน้ีเป็นตัวอย่างการค านวณค่าสนับสนุนของรายการสินค้า {ขนมปัง, นม} จากชุดข้อมูลท่ีก าหนดใน DataFrame `data`
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

อธิบายโค้ดโปรแกรม



ค่าสนับสนุนของรายการสินค้า {ขนมปัง, นม} 

คือ 0.6  หรือ 60 % ซ่ึงแสดงว่ารายการ

สินค้าท้ังสองรายการมีความเก่ียวข้องกันสูง

นอกจากน้ี ยังสามารถหาค่าสนับสนุนของ

รายการสินค้าได้หลายวิธี เช่น การใช้ฟังก์ชัน 

support() จากโมดูล apyori

ตัวอย่างโค้ด:

0.6

from apyori import apriori

# ก าหนดชุดข้อมูล

data = pd.DataFrame ({

"ขนมปัง": [1, 1, 0, 0, 0],

    "นม": [1, 1, 1, 0, 0],

    "ไข่": [0, 1, 0, 1, 0],

    "กาแฟ": [0, 0, 1, 1, 1],

    "น้ าผลไม้": [0, 0, 0, 1, 1]

})

# หา frequent itemsets

frequent_itemsets = apriori (data, 

min_support =0.5)

# แสดงค่าสนับสนุนของรายการสินค้า {ขนม

ปัง, นม}

print( frequent_itemsets [0][0][2])

Part01

ต่อ→Part02
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5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

ตัวอย่างการหาค่า support ในภาษาไพ
ธอน

File : ตัวอย่างท่ี 5.4 การหาค่า support ในภาษาไพธอน
Lec 05 _04 _association_rule_support 02 .py



ค่าสนับสนุนของรายการสินค้า {ขนมปัง, นม} 

คือ 0.6  หรือ 60 % ซ่ึงแสดงว่ารายการ

สินค้าท้ังสองรายการมีความเก่ียวข้องกันสูง

นอกจากน้ี ยังสามารถหาค่าสนับสนุนของ

รายการสินค้าได้หลายวิธี เช่น การใช้ฟังก์ชัน 

support() จากโมดูล apyori

ตัวอย่างโค้ด:

from apyori import apriori

# ก าหนดชุดข้อมูล

data = pd.DataFrame ( {"ขนมปัง": [1, 1, 0, 0, 0],     "นม": [1, 1, 1, 0, 0],

    "ไข่": [0, 1, 0, 1, 0],     "กาแฟ": [0, 0, 1, 1, 1],     "น้ าผลไม้": [0, 0, 0, 1, 1]

})

# หา frequent itemsets

frequent_itemsets = apriori (data, min_support =0.5)

# แสดงค่าสนับสนุนของรายการสินค้า {ขนมปัง, นม}

print( frequent_itemsets [0][0][2])

ผลลัพธ์ของโค้ดข้างต้นคือ :

Part01

ต่อ→Part02

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.055

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

ตัวอย่างการหาค่า support ในภาษาไพ
ธอน

0.6

File : ตัวอย่างท่ี 5.4 การหาค่า support ในภาษาไพธอน
Lec 05 _04 _association_rule_support 02 .py



ข้อผิดพลาดน้ีเกิดข้ึนเน่ืองจาก Python ไม่สามารถหาโมดูล àpyori ` ได้ ซ่ึงเป็นโมดูลท่ีใช้ในการค้นหากฎความสัมพันธ์ (Association Rule) 
ในชุดข้อมูล

มีสองวิธีแก้ไขข้อผิดพลาดน้ี:

1. ติดต้ังโมดูล àpyori `

คุณสามารถติดต้ังโมดูล àpyori ` ด้วย pip:

pip install apyori

2. เอาโมดูล àpyori ` จากไฟล์ àpyori.py`

 โมดูล àpyori  ̀เป็นไฟล์เดียว คุณสามารถดาวน์โหลดไฟล์จาก 
[https://github.com/ymoch/apyori](https://github.com/ymoch/apyori) และวางไว้ในไดเร็กทอรีท่ี Python สามารถค้นหา
ได้ (เช่น ไดเร็กทอรีเดียวกับไฟล์สคริปต์ Python ของคุณ)

หลังจากท่ีคุณแก้ไขข้อผิดพลาดแล้ว คุณสามารถลองรันไฟล์สคริปต์ Python ของคุณอีกคร้ัง

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.056

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

การติดต้ังไลบรารี apyori



pip install apyori

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.057

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

การติดต้ังไลบรารี apyori



ติดต้ังโมดูล pandas ด้วย pip:

pip install pandas

ข้อผิดพลาดน้ีเกิดจากการท่ี Python ไม่สามารถหาโมดูล p̀andas` ได้ ซ่ึงเป็นโมดูลท่ีใช้ในการท างานกับข้อมูลในรูปแบบ DataFrame

มีสองวิธีแก้ไขข้อผิดพลาดน้ี :

**1. ติดต้ังโมดูล p̀andas`**

คุณสามารถติดต้ังโมดูล p̀andas` ด้วย pip:

```

pip install pandas

```

**2. เอาโมดูล p̀andas` จากไฟล์ p̀andas.py`**

โมดูล ` pandas` เป็นไฟล์เดียว คุณสามารถดาวน์โหลดไฟล์จาก [ https://github.com/pydata/pandas](https://github.com/pydata/pandas): 

[https://github.com/pydata/pandas](https://github.com/pydata/pandas) และวางไว้ในไดเร็กทอรีท่ี Python สามารถค้นหาได้ (เช่น ไดเร็กทอรีเดียวกับไฟล์สคริปต์ Python ของคุณ)

หลังจากท่ีคุณแก้ไขข้อผิดพลาดแล้ว คุณสามารถลองรันไฟล์สคริปต์ Python ของคุณอีกคร้ัง

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.058

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

การติดต้ังไลบรารี pandas



ติดต้ังโมดูล pandas ด้วย pip:

pip install pandas

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.059

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

การติดต้ังไลบรารี pandas



การค านวณค่าสนับสนุน (support) ของรายการสินค้า {ขนมปัง , นม} ในชุดข้อมูล ในท่ีน้ี , เรา
ต้องการหาว่ารายการสินค้า {ขนมปัง , นม} ปรากฏในธุรกรรมอย่างน้อย 1 คร้ัง

โดยค านวณ support ตามสูตร :

Support({A,B})= จ านวนธุรกรรมท่ีปรากฏรายการสินค้า {A,B}/ จ านวนท้ังหมดของธุรกรรม

Support({A, B})=จ านวนท้ังหมดของธุรกรรมจ านวนธุรกรรมท่ีปรากฏรายการสินค้า {A,B}

 เม่ือค านวณเสร็จ , คุณจะได้ผลลัพธ์เป็น Series ท่ีแสดงค่า support ของแต่ละรายการสินค้า
ลองรันโค้ดน้ีเพ่ือดูผลลัพธ์

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.060

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5

ตัวอย่างการหาค่า support ในภาษาไพธอน



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.060

5.2 5.2.7  ค่าสนับสนุน (Support)
บทท่ี 5



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.061

5.2 5.2.8  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ค่าเช่ือม่ัน (Confidence) ในการท า  Association Rule Mining เป็นตัววัดความน่าเช่ือถือของ
กฎความสัมพันธ์ท่ีเราสร้างข้ึน เช่น X→YX ( ถ้าซ้ือ XXX แล้วมักจะซ้ือ YYY ด้วย) โดยค่าเช่ือม่ันค านวณจาก
สูตร:

• ค่าเช่ือม่ัน (Confidence): ค่าเช่ือม่ันบ่งบอกถึงความน่าจะเป็นท่ีกฎความสัมพันธ์จะ

เป็นจริง , เม่ือ Itemset  ในส่วนก่อนเง่ือนไข (Antecedent)  ปรากฏ , แล้ว 

Itemset ในส่วนหลังเง่ือนไข (Consequent) ก็จะปรากฏ



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.062

5.2 5.2.8  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.063

5.2 5.2.8  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ลูกค้า ขนมปัง นม ไข่

1 1 1 0

2 1 1 1

3 0 1 0

4 0 0 1

5 1 0 0

ตัวอย่างการค านวณ
ก าหนดชุดข้อมูลดังตาราง

กฎ: ขนมปัง→นม

ค านวณ ( {Support}( { ขนมปัง} ∪ {นม})

o ลูกค้าท่ีซ้ือท้ัง "ขนมปัง" และ "นม" คือ ลูกค้า 1 และ 2 (2 คน)

o จ านวนลูกค้าท้ังหมด = 5

o Support( ขนมปัง∪นม)=25 =0.4 {Support}( { ขนมปัง } + {นม}) = {2}{5} = 0.4 Support( ขนมปัง∪นม)=2/ 5=0.4

ค านวณ ( {Support}( { ขนมปัง})

o ลูกค้าท่ีซ้ือ "ขนมปัง" คือ ลูกค้า 1, 2, และ 5 (3 คน)

o Support( ขนมปัง )=35 =0.6 {Support}( { ขนมปัง }) = {3}{5} = 0.6

o Support( ขนมปัง )=3/ 5 = 0.6



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.064

5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ใน Association Rule Mining คือค่าก าหนดข้ันต่ าท่ีกฎความสัมพันธ์ต้องมีค่า Confidence  เท่ากับหรือมากกว่า 
เพ่ือให้กฎน้ันถูกพิจารณาว่ามีความน่าเช่ือถือและเหมาะสมท่ีจะใช้งาน

เหตุผลของ Minimum Confidence
• การก าหนด Minimum Confidence เป็นตัวช่วยกรองกฎท่ีไม่แข็งแรงพอ (Low Confidence Rules) ออก
• กฎท่ีมีค่า Confidence ต่ าอาจบ่งช้ีว่าความสัมพันธ์ระหว่างสินค้าหรือเหตุการณ์ไม่มีความน่าเช่ือถือในการใช้งานจริง

ตัวอย่าง ก าหนด Minimum Confidence = 0.6 
(60 %)
หากเรามีกฎ A→BA ท่ี:
• Confidence = 0.5 (50 %)

 กฎน้ีจะ ไม่ผ่านเกณฑ์ Minimum 
Confidence และถูกคัดออก

การใช้งาน Minimum Confidence
1.ในกระบวนการสร้างกฎ (Rule Generation):

1. ใช้ Minimum Confidence เพ่ือคัดเลือกเฉพาะกฎท่ีมี
ค่า Confidence สูงพอ

2.ร่วมกับค่า Support:
1. ค่า Minimum Confidence มักใช้ร่วมกับ Minimum 

Support เพ่ือให้ได้กฎท่ีมีท้ังความน่าเช่ือถือและ
ความส าคัญทางสถิติ



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.065

5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

from mlxtend .frequent_patterns import apriori , association_rules
import pandas as pd
# สร้าง DataFrame ตัวอย่าง
data = pd.DataFrame ({

"ขนมปัง": [1, 1, 0, 0, 0],
  "นม": [1, 1, 1, 0, 0],
  "ไข่": [0, 1, 0, 1, 0],
  "กาแฟ ": [0, 0, 1, 1, 1],
  "น้ าผลไม้ ": [0, 0, 0, 1, 1]

})
# ค านวณ Frequent Itemsets
frequent_itemsets = apriori (data , min_support =0.2 , use_colnames =True )
# สร้าง Association Rules และก าหนด Minimum Confidence
rules = association_rules (frequent_itemsets , metric ="confidence" , min_threshold =0.6 )
# แสดงผลกฎท่ีผ่านเกณฑ์
print (rules )

ตัวอย่างใน Python ( Apriori Algorithm)

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
Lec 05 _05 _association_rules_minimum_confident.py



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.066

5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

Deprecation Warning:
 มีค าเตือนว่า DataFrame ของคุณไม่ได้ใช้ประเภท Boolean ซ่ึงอาจท าให้ประสิทธิภาพลดลงในอนาคต ควรแปลง
ข้อมูลเป็น Boolean โดยใช้ .astype (bool) เช่น :

data = data.astype (bool)

ตัวอย่างใน Python ( Apriori Algorithm)
File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน

Lec 05 _05 _association_rules_minimum_confident.py



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

วิชาเหมืองข้อมูล Data Mining ( 4124305 )

5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

from mlxtend .frequent_patterns import apriori , association_rules
import pandas as pd
# สร้าง DataFrame ตัวอย่าง
data = pd.DataFrame ({

"ขนมปัง": [1, 1, 0, 0, 0],
  "นม": [1, 1, 1, 0, 0],
  "ไข่": [0, 1, 0, 1, 0],
  "กาแฟ ": [0, 0, 1, 1, 1],
  "น้ าผลไม้ ": [0, 0, 0, 1, 1]

})

data = data.astype (bool)
# ค านวณ Frequent Itemsets
frequent_itemsets = apriori (data , min_support =0.2 , use_colnames =True )
# สร้าง Association Rules และก าหนด Minimum Confidence
rules = association_rules (frequent_itemsets , metric ="confidence" , min_threshold =0.6 )
# แสดงผลกฎท่ีผ่านเกณฑ์
print (rules )

แก้ไขโค้ดใหม่

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม P.067

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
Lec 05 _05 _association_rules_minimum_confident.py

Edited



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

วิชาเหมืองข้อมูล Data Mining ( 4124305 )

5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

แก้ไขโค้ดใหม่

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม P.068

ผลลัพธ์ท่ีแสดงเป็น Association Rules ท่ีได้จากการใช้ Apriori Algorithm เพ่ือค้นหาความสัมพันธ์
ระหว่างรายการในข้อมูล โดยพิจารณาจากค่าต่าง ๆ เช่น Confidence, Lift, และอ่ืน ๆ เราจะวิเคราะห์ค่าต่าง ๆ ท่ี
ปรากฏในตารางน้ี :

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
Lec 05 _05 _association_rules_minimum_confident.py

Edited



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.069

5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ตัวอย่างใน Python ( Apriori Algorithm)

1. ค าอธิบายค่าต่าง ๆ ในผลลัพธ์
• antecedents : กลุ่มรายการท่ีอยู่ในด้านซ้ายของกฎ (เง่ือนไข )
• consequents : กลุ่มรายการท่ีอยู่ในด้านขวาของกฎ (ผลลัพธ์)
• antecedent support : ความถ่ีของ antecedents ในข้อมูล
• consequent support : ความถ่ีของ consequents ในข้อมูล
• support : ความถ่ีท่ี antecedents และ consequents ปรากฏร่วมกันในข้อมูล
• confidence : ความน่าเช่ือถือของกฎ (โอกาสท่ี consequent จะเกิดข้ึนเม่ือ antecedent เกิดข้ึน )
• lift : ค่าท่ีแสดงถึงความแข็งแรงของความสัมพันธ์ระหว่าง antecedents และ consequents ( ค่ามากกว่า 1 บ่งบอกว่ามี
ความสัมพันธ์เชิงบวก )
• leverage : ความแตกต่างระหว่างความถ่ีร่วมท่ีเกิดข้ึนจริงกับความถ่ีท่ีคาดหวัง
• conviction : โอกาสท่ี antecedents จะเกิดข้ึนโดยไม่มี consequent
• zhangs_metric : ตัวช้ีวัดความสัมพันธ์ระหว่าง antecedents และ consequents โดยไม่ข้ึนอยู่กับค่า support

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
Lec 05 _05 _association_rules_minimum_confident.py

Edited
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5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ตัวอย่างใน Python ( Apriori Algorithm)

2. การวิเคราะห์ผลลัพธ์ท่ีได้
กฎตัวอย่าง
กฎท่ี 1:

• Antecedents = ( ขนมปัง)
• consequents = ( นม)
• Confidence: 1.000 หมายความว่า หากลูกค้าซ้ือ "ขนมปัง" โอกาสท่ีพวกเขาจะซ้ือ "นม" คือ 100 %
• Lift: 1.666 บ่งบอกว่าการซ้ือ "ขนมปัง" มีผลในเชิงบวกกับการซ้ือ "นม" โดยเพ่ิมความน่าจะเป็นในการซ้ือ "นม" 1.666  เท่าเม่ือ

เทียบกับการสุ่มซ้ือ
• Conviction: INF (Infinity)  แสดงว่าเม่ือ antecedent ( ขนมปัง) เกิดข้ึน การไม่เกิด consequent ( นม) เป็นไปไม่ได้เลย
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5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ตัวอย่างใน Python ( Apriori Algorithm)

กฎท่ี 6:
• antecedents=( ไข่, นม)
• consequents = ( ขนมปัง)
• Confidence: 1.000 หมายความว่า หากลูกค้าซ้ือ "ไข่" และ "นม" พร้อมกัน โอกาสท่ีพวกเขาจะซ้ือ "ขนมปัง" คือ 100 %
• Lift: 2.500 การซ้ือ "ไข่" และ "นม" พร้อมกันเพ่ิมโอกาสในการซ้ือ "ขนมปัง" มากข้ึนถึง 2.5  เท่าเม่ือเทียบกับการสุ่มซ้ือ

3. การตีความผลรวม
กฎท่ี Confidence = 1.0:
 กฎเหล่าน้ีมีความน่าเช่ือถือ 100 % ซ่ึงเหมาะสมท่ีจะใช้งานจริง แต่ควรตรวจสอบว่า support มีค่ามากพอหรือไม่ (เพราะกฎท่ี support ต่ าอาจไม่มี
นัยส าคัญทางสถิติ)
ค่า Lift ท่ีสูงกว่า 1:
 ทุกกฎในผลลัพธ์มีค่า Lift > 1 แสดงว่าความสัมพันธ์ระหว่าง antecedents และ consequents มีแนวโน้มเป็นบวกและเป็นกฎท่ีมีประโยชน์
Zhang ’s Metric:
 ค่าท่ีสูงบ่งบอกว่ากฎเหล่าน้ีมีความสัมพันธ์ท่ีชัดเจนระหว่าง antecedents และ consequents

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
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5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ตัวอย่างใน Python ( Apriori Algorithm)

4. ข้อสังเกต
• Deprecation Warning:
 มีค าเตือนว่า DataFrame ของคุณไม่ได้ใช้ประเภท Boolean ซ่ึงอาจท าให้ประสิทธิภาพลดลงในอนาคต ควรแปลงข้อมูลเป็น 
Boolean โดยใช้ .astype (bool) เช่น:
python
Copy code

data = data.astype (bool)

• Support ของบางกฎค่อนข้างต่ า (0.2) อาจต้องพิจารณาว่ากฎเหล่าน้ีมีความส าคัญพอหรือไม่ในบริบทการใช้งาน

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
Lec 05 _05 _association_rules_minimum_confident.py
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5.2 5.2.9  ค่าเช่ือม่ัน (Confidence)
บทท่ี 5

ตัวอย่างใน Python ( Apriori Algorithm)

5. ค าแนะน า
• ปรับปรุงข้อมูลให้เป็น Boolean เพ่ือลดค าเตือนและเพ่ิมประสิทธิภาพ
• วิเคราะห์กฎท่ีมี Support และ Confidence สูงร่วมกับค่า Lift และตัวช้ีวัดอ่ืน ๆ เพ่ือเลือกกฎท่ีมีประโยชน์ท่ีสุด

*** หากต้องการขยายการวิเคราะห์เพ่ิมเติม เช่น การกรองกฎโดย Minimum Confidence หรือ Minimum Lift 
สามารถปรับพารามิเตอร์ใน association_rules ได้

File : ตัวอย่างท่ี 5.5 การหาค่า confidence ในภาษาไพธอน
Lec 05 _05 _association_rules_minimum_confident.py

Edited



การคัดเลือกกฎความสัมพันธ์ (Association Rules) เป็นกระบวนการท่ีส าคัญในการวิเคราะห์ข้อมูลเพ่ือค้นหา
ความสัมพันธ์หรือรูปแบบท่ีเกิดข้ึนบ่อยในข้อมูล . กระบวนการน้ีเน้นการค้นหารายการ (itemset) ท่ีมีความสัมพันธ์กันมากและ
สร้างกฎความสัมพันธ์ท่ีมีความน่าสนใจดังน้ี โดยข้ันตอนการคัดเลือกกฎความสัมพันธ์ มีดังน้ี

1. การหา Itemsets ท่ีมีความถ่ี (Frequent Itemsets ): ในข้ันตอนแรก , ให้ค้นหา itemsets ท่ีมีความถ่ีมากกว่าหรือ
เท่ากับค่า support threshold ท่ีก าหนด . Itemset ท่ีมีความถ่ีน้ีเรียกว่า Frequent Itemsets

2. การสร้างกฎความสัมพันธ์ (Association Rules): จาก Frequent Itemsets ท่ีได้จากข้ันตอนท่ี 1, สร้างกฎ
ความสัมพันธ์ท่ีมีความน่าสนใจ . การสร้างกฎน้ีจะเก่ียวข้องกับการก าหนดค่า confidence threshold เพ่ือคัดเลือกกฎท่ี
มีความน่าสนใจ

3. การคัดเลือกกฎความสัมพันธ์ : ในข้ันตอนน้ี , คัดเลือกกฎความสัมพันธ์ท่ีตรงตามเกณฑ์ท่ีก าหนด , เช่นค่า confidence 
มากกว่าหรือเท่ากับค่าท่ีก าหนด
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5.3 5.3.1  การคัดเลือกกฎความสัมพันธ์
บทท่ี 5

ตัวอย่าง การคัดเลือกกฎความสัมพันธ์ ในภาษา ไพธอน



การคัดเลือกกฎความสัมพันธ์มีได้หลายวิธี แต่โดยท่ัวไปแล้วมีหลักการดังน้ี :
• ความถ่ี (Support): คัดเลือกกฎท่ีมีความถ่ีข้ึนต่ ากว่าค่าท่ีก าหนด

• ความน่าสนใจ (Interest):  คัดเลือกกฎท่ีมีความน่าสนใจมาก , โดยค านวณจากสูตรท่ีมีการเช่ือมโยงระหว่างความถ่ีของ 
Itemsets และความถ่ีของ Itemsets ท่ีส่งผลให้กฎ

• ความคุ้มค่า (Lift):  คัดเลือกกฎท่ีมีความคุ้มค่ามาก , โดยค านวณจากสูตรท่ีมีการเช่ือมโยงระหว่างความถ่ีของ Itemsets
และความถ่ีของ Itemsets ท่ีส่งผลให้กฎ และความถ่ีของ Itemsets ต้นฉบับ

 การคัดเลือกกฎความสัมพันธ์จะช่วยลดขนาดของชุดกฎและช่วยให้เหลือกฎท่ีมีความน่าสนใจและสามารถน าไปใช้
ประโยชน์ได้ในการตัดสินใจหรือวิเคราะห์ข้อมูล
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5.3 5.3.1  การคัดเลือกกฎความสัมพันธ์
บทท่ี 5

ตัวอย่าง การคัดเลือกกฎความสัมพันธ์ ในภาษา ไพธอน



กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 

ในท่ีน้ีจะขอยกตัวอย่างมาให้ดู 2 ตัวอย่างก่อน โดยตัวอย่างแรกเป็นตัวอย่างคลาสสิก  น่ัน
ก็คือการท่ีห้างวอ ล์มาร์ท (Walmart) ได้ท าการค้นพบพฤติกรรมการซ้ือสินค้าของลูกค้าท่ีเป็นเพศชายว่า 
ในช่วงเย็นของวันศุกร์ลูกค้ากลุ่มน้ีมักจะมาซ้ือสินค้าสองอย่างควบคู่กันไป น่ันก็คือ “เบียร์และผ้าอ้อม” โดย
จากการวิเคราะห์เจาะลึกลงไปก็พบเหตุผลว่าการท่ีสินค้าสองอย่างน้ีมีการซ้ือร่วมกันบ่อย ๆ เพราะว่า 
พ่อบ้านส่วนใหญ่มักจะซ้ือเบียร์ไปด่ืมในช่วงสุดสัปดาห์และเกิดคิดถึงลูกน้อยของตัวเองข้ึนมาจึงซ้ือผ้าอ้อม
ติดไม้ติดมือไปด้วย (ถ้าเป็นบ้านเราอาจจะพบว่าพฤติกรรมแบบน้ีเกิดข้ึนเพราะพ่อบ้านถูกภรรยาใช้ให้มาซ้ือ
ผ้าอ้อมให้ลูกแล้วอยากด่ืมเบียร์ด้วยหรือเปล่าก็ไม่รู้ ) หลังจากท่ีห้างวอล์มาร์ทรู้ถึงพฤติกรรมแบบน้ีทางห้าง
ก็สามารถท่ีจะจัดวางสินค้าสองชนิดน้ีให้สามารถค้นหาได้ง่ายๆ หรือมองเห็นได้ง่ายเพ่ือเพ่ิมโอกาสท่ีลูกค้าจะ
ได้ซ้ือติดไม้ติดมือกันไปด้วย
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5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5



1. การจัดวางสินค้าในร้านค้า

ในกรณีของ Walmart ท่ีค้นพบว่า “เบียร์และผ้าอ้อม” มักถูกซ้ือคู่กันในช่วงเย็นของวันศุกร์ ส่งผลให้ร้านสามารถปรับกลยุทธ์ เช่น :

• วางสินค้าสองชนิดน้ีใกล้กันเพ่ือความสะดวกในการเลือกซ้ือ

• สร้างโปรโมช่ันหรือส่วนลดส าหรับสินค้าท่ีเก่ียวข้องเพ่ือกระตุ้นยอดขาย

2. การแนะน าสินค้าในระบบ E-commerce

ตัวอย่าง: Amazon หรือ Shopee ใช้ Association Rule ในการแนะน าสินค้า เช่น :

• หากลูกค้าซ้ือ "โทรศัพท์มือถือ" ระบบอาจแนะน า "เคสมือถือ" หรือ "ฟิล์มกันรอย" เพราะพบว่าลูกค้าส่วนใหญ่มักซ้ือสินค้ากลุ่มน้ีร่วมกัน

• การแสดงค าแนะน า “ลูกค้าท่ีซ้ือสินค้าน้ีมักจะซ้ือส่ิงน้ีด้วย ” เป็นผลลัพธ์ของการวิเคราะห์กฎความสัมพันธ์
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5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 



ตัวอย่างข้อมูล

ข้อมูลตัวอย่างมี 10 รายการ (ลูกค้า 10 คน) โดย 1 หมายถึงซ้ือ และ 0 หมายถึงไม่ซ้ือ:
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5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

ลูกค้า เบียร์ ผ้าอ้อม นม ขนมปัง ขนมขบเค้ียว

1 1 1 0 1 0
2 0 1 1 0 1

3 1 0 1 1 0
4 1 1 0 1 1

5 0 1 1 0 1

6 1 0 1 1 1
7 1 1 0 0 0

8 0 1 1 1 1
9 0 0 1 1 1

10 1 1 0 1 1

กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 



ตัวอย่างโค้ดภาษา Python ท่ีใช้ในการวิเคราะห์ Association Rule โดยใช้ข้อมูลตัวอย่างของ Walmart ( เบียร์และผ้าอ้อม) พร้อมกับการใช้ไลบรารี mlxtend ในการท างาน

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.079

5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

import pandas as pd

from mlxtend .frequent_patterns import apriori

from mlxtend .frequent_patterns import association_rules
# สร้าง DataFrame ตัวอย่าง (ข้อมูล 10 รายการ )

data = {

'เบียร์ ': [1, 0, 1, 1, 0, 1, 1, 0, 0, 1],

  'ผ้าอ้อม ': [1, 1, 0, 1, 1, 0, 1, 1, 0, 1],

  'นม': [0, 1, 1, 0, 1, 1, 0, 1, 1, 0],

  'ขนมปัง ': [1, 0, 1, 1, 0, 1, 0, 1, 1, 1],

  'ขนมขบเค้ียว ': [0, 1, 0, 1, 1, 1, 0, 1, 1, 1]

}

df = pd.DataFrame (data )

# แปลงข้อมูลให้เป็นประเภท bool

df = df.astype ('bool' )

# สร้าง Frequent Itemsets ด้วย Apriori

frequent_itemsets = apriori (df, min_support =0.3, 
use_colnames =True)
# สร้าง Association Rules

rules = association_rules (frequent_itemsets , 
metric ="confidence" , min_threshold =0.7)
# แสดงผลลัพธ์

print ("Frequent Itemsets :")

print (frequent_itemsets )

print ("\nAssociation Rules:" )

print (rules )

Part01 Part02

File : ตัวอย่างท่ี 5.6 กรณีศึกษาห้าง Walwart
Lec 05 _06 _ association_rule_analysis.py



Frequent Itemsets :

support                        itemsets

0       0.6                        (เบียร์)

1       0.7                        (ผ้าอ้อม)

2       0.6                            (นม)

3       0.7                         (ขนมปัง)

4       0.7                    (ขนมขบเค้ียว)

5       0.4                (ผ้าอ้อม, เบียร์)

6       0.5                 (เบียร์, ขนมปัง)

7       0.3            (เบียร์, ขนมขบเค้ียว)

8       0.3                    (ผ้าอ้อม, นม)

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.080

5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

Frequent Itemsets :

9       0.4               (ผ้าอ้อม, ขนมปัง)

10       0.5          (ผ้าอ้อม, ขนมขบเค้ียว)

11       0.4                    (ขนมปัง, นม)

12       0.5               (ขนมขบเค้ียว, นม)

13       0.5           (ขนมขบเค้ียว, ขนมปัง)

14       0.3       (ผ้าอ้อม, เบียร์, ขนมปัง)

15       0.3   (เบียร์, ขนมปัง, ขนมขบเค้ียว)

16       0.3      (ผ้าอ้อม, ขนมขบเค้ียว, นม)

17       0.3  (ผ้าอ้อม, ขนมขบเค้ียว, ขนมปัง)

18       0.3       (ขนมปัง, นม, ขนมขบเค้ียว)

กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 



Association Rules:

antecedents    consequents  antecedent support  consequent support  support confidence      lift  leverage  conviction  
zhangs_metric

0                (เบียร์)       ( ขนมปัง)                 0.6                 0.7      0.5     0.833333   1.190476       0.08         1.80        0.400000

1                (ขนมปัง)       ( เบียร์)                 0.7                 0.6      0.5     0.714286   1.190476       0.08         1.40        0.533333

2               (ผ้าอ้อม)  (ขนมขบเค้ียว)                 0.7                 0.7      0.5     0.714286   1.020408       0.01         1.05        0.066667

3           (ขนมขบเค้ียว)      ( ผ้าอ้อม)                 0.7                 0.7      0.5     0.714286   1.020408       0.01         1.05        0.066667

4           (ขนมขบเค้ียว)           ( นม)                 0.7                 0.6      0.5     0.714286   1.190476       0.08         1.40        0.533333

5                    (นม)  (ขนมขบเค้ียว)                 0.6                 0.7      0.5     0.833333   1.190476       0.08         1.80        0.400000

6           (ขนมขบเค้ียว)       ( ขนมปัง)                 0.7                 0.7      0.5    0.714286   1.020408       0.01         1.05        0.066667

7                (ขนมปัง)  (ขนมขบเค้ียว)                 0.7                 0.7      0.5    0.714286   1.020408       0.01         1.05        0.066667

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.081

5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 



Association Rules:

antecedents    consequents  antecedent support  consequent support  support confidence      lift  leverage  conviction  
zhangs_metric

8       (ผ้าอ้อม, เบียร์)       ( ขนมปัง)                 0.4                 0.7      0.3     0.750000   1.071429       0.02         1.20        0.111111

9       (ผ้าอ้อม, ขนมปัง)       ( เบียร์)                 0.4                 0.6      0.3     0.750000   1.250000       0.06         1.60        0.333333

10  (เบียร์, ขนมขบเค้ียว)       ( ขนมปัง)                 0.3                 0 .7      0 .3    1 .000000  1 .428571      0 .09         inf       0.428571

11          (ผ้าอ้อม, นม)  (ขนมขบเค้ียว)                 0.3                 0 .7      0 .3    1 .000000  1 .428571      0 .09         inf       0.428571

12      (ผ้าอ้อม, ขนมปัง)  (ขนมขบเค้ียว)                 0.4                 0.7      0.3    0.750000   1.071429       0.02         1.20        0.111111

13           (ขนมปัง, นม)  (ขนมขบเค้ียว)                 0.4                 0.7      0.3    0.750000   1.071429       0.02         1.20        0.111111

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.082

5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.083

5.4 5.4.1 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

ผลลัพธ์

การปรับใช้
• ตัวอย่างน้ีเหมาะส าหรับการเข้าใจพฤติกรรมของลูกค้าในร้านค้า เช่น การจัดโปรโมช่ันสินค้า 

หรือการวางสินค้าท่ีมักจะถูกซ้ือร่วมกันไว้ใกล้กัน
• สามารถเพ่ิมข้อมูลจริงได้ตามการเก็บข้อมูลในระบบขายหน้าร้าน (POS)

กรณีศึกษาท่ี 1 : ห้างวอล์มาร์ท (Walmart) 



ตัวอย่างท่ี 2 ก็ยังคงมาจากห้างสรรพสินค้าเหมือนกัน น่ันคือห้างทาร์เก็ต (Target) ห้างทาร์เก็ตน้ีเป็นห้างท่ีเกิด
ข้ึนมาทีหลังท าให้การจะแข่งขันกับห้างวอ ล์มาร์ทท่ีมีอยู่ก่อนแล้วก็คงไม่ใช่เร่ืองง่าย ดังน้ันทางห้างจึงพยายามหาวิธีท่ีจะดึงดูดให้
ลูกค้ามาซ้ือสินค้ากับทางห้างให้มากข้ึนและรักษาฐานลูกค้าท่ีมีอยู่ให้เช่ือใจและอยากกลับมาซ้ือสินค้าท่ีห้างของตนเองให้ได้มาก
ท่ีสุด จากการวิจัยทางการตลาดของห้างทาร์เก็ตพบว่า เม่ือครอบครัวมีสมาชิกใหม่เกิดข้ึนคนในครอบครัวก็จะเร่ิมมีการจับจ่าย
ใช้สอยมากข้ึนเพ่ือรองรับการขยายขนาดของครอบครัว ดังน้ันเม่ือทราบเช่นน้ีแล้วทางห้างทาร์เก็ตจึงได้ท าการวิเคราะห์
พฤติกรรมของลูกค้าผู้หญิงท่ีมาซ้ือสินค้าและพบว่าเม่ือลูกค้าเหล่าน้ีเร่ิมต้ังครรภ์ ลูกค้าจะมีพฤติกรรมการซ้ือสินค้าท่ีเปล่ียนไป 
เช่น เร่ิมมีการซ้ือวิตามินบ ารุงมากข้ึน เปล่ียนไปกินอาหารท่ีมีประโยชน์ หรือแม้กระท่ังซ้ือตู้เส้ือผ้าเพ่ิม จากรูปแบบพฤติกรรม
ลักษณะน้ีท าให้ทางห้างสามารถส่งโปรโมชันท่ีเก่ียวกับการต้ังครรภ์หรือสินค้าส าหรับเด็กให้กับลูกค้ากลุ่มน้ีได้ นอกจากน้ีห้างทา ร์
เก็ทยังมีความม่ันใจว่าถ้าลูกค้าเช่ือใจท่ีจะซ้ือสินค้าให้กับบุตรท่ีเกิดข้ึนใหม่แล้วลูกค้าเหล่าน้ีก็จะเช่ือใจซ้ือสินค้าชนิดอ่ืน ๆ ของ
ทางห้างไปอีกเร่ือย ๆ (รายละเอียดเพ่ิมเติมดูได้จากหัวข้อ “เอกสารอ้างอิง” ช่วงท้ายของบทน้ีครับ )

กรณีศึกษาท่ี 2 : ห้างทาร์เก็ต (Target)

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.084

5.4 5.4.2 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5



จากตัวอย่างกรณีศึกษาของห้าง Target ท่ีได้วิเคราะห์พฤติกรรมการซ้ือสินค้าของ

ลูกค้าผู้หญิง โดยเฉพาะในช่วงท่ีลูกค้าต้ังครรภ์ การน า Association Rule  มา

ประยุกต์ใช้งานสามารถช่วยให้ห้างเข้าใจพฤติกรรมการซ้ือสินค้าของลูกค้าและส่งโปรโมชันท่ี

เหมาะสมได้ ซ่ึงสามารถเขียนโค้ดตัวอย่างใน Python เพ่ือจ าลองกระบวนการน้ีได้ดังน้ี

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.085

5.4 5.4.2 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 2 : ห้างทาร์เก็ต (Target)



import pandas as pd

from mlxtend .frequent_patterns import apriori , association_rules
# สร้างข้อมูลจ าลอง

data = {

'Prenatal_Vitamins ': [1, 0, 1, 1, 0, 0, 1, 1, 0, 1],

'Healthy_Foods ': [1, 1, 0, 1, 1, 1, 0, 1, 0, 1],

'Baby_Clothes ': [0, 1, 1, 1, 1, 0, 1, 1, 1, 0],

'Wardrobe' : [1, 0, 1, 1, 0, 1, 0, 0, 1, 1]

}
# สร้าง DataFrame

df = pd.DataFrame (data )
# แปลงข้อมูลเป็นประเภท Boolean

df = df.astype ('bool' )

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.086

5.4 5.4.2 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 2 : ห้างทาร์เก็ต (Target)

# ใช้ Apriori เพ่ือหา Frequent Itemsets

frequent_itemsets = apriori (df, min_support =0.3 , 
use_colnames =True )
# สร้าง Association Rules

rules = association_rules (frequent_itemsets , 
metric ="confidence" , min_threshold =0.7 )
# แสดงผลลัพธ์

print ("Frequent Itemsets :")

print (frequent_itemsets )

print ("\ nAssociation Rules:" )

print (rules )

Part01 Part02

File : ตัวอย่างท่ี 5.7 การหาค่า confidence ในภาษาไพธอน
Lec 05 _07 _association _rule _analysis _02.py



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.087

5.4 5.4.2 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 2 : ห้างทาร์เก็ต (Target)

กฎท่ีควรเลือก
กฎท่ี 2 (Wardrobe , Healthy _Foods) → (Prenatal _Vitamins )
กฎท่ี 3 (Prenatal _Vitamins , Healthy _Foods) → (Wardrobe )
เน่ืองจากท้ังสองกฎมีค่า Lift , Leverage , และ Zhang's  Metric  สูงกว่า ท าให้มีความสัมพันธ์เชิงบวกท่ี
แข็งแรงกว่ากฎท่ี 1

File : ตัวอย่างท่ี 5.7 การหาค่า confidence ในภาษาไพธอน
Lec 05 _07 _association _rule _analysis _02.py



บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.088

5.4 5.4.2 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 2 : ห้างทาร์เก็ต (Target)

ตัวช้ีวัดท่ีส าคัญ
Confidence: แสดงโอกาสท่ีเหตุการณ์ใน Consequent จะเกิดเม่ือ Antecedent เกิด

ทุกกฎมี Confidence = 0.75 (เหมือนกัน )
Lift: แสดงระดับความสัมพันธ์เชิงบวก (ค่ามากกว่า 1  คือมีความสัมพันธ์ )

กฎท่ี 2 และกฎท่ี 3 มีค่า Lift = 1.25 ซ่ึงสูงกว่ากฎท่ี 1 (Lift = 1.071 )
Leverage: แสดงการเพ่ิมโอกาสของการเกิด Consequent เม่ือ Antecedent เกิด

กฎท่ี 2 และกฎท่ี 3 มีค่า Leverage = 0.06 ซ่ึงสูงกว่ากฎท่ี 1 (Leverage = 0.02 )
Zhang's Metric: แสดงระดับความสัมพันธ์ระหว่าง Antecedents และ Consequents

กฎท่ี 2 และกฎท่ี 3 มีค่า Zhang's Metric = 0.333 ซ่ึงสูงกว่ากฎท่ี 1 (Zhang's Metric = 0.111 )

File : ตัวอย่างท่ี 5.7 การหาค่า confidence ในภาษาไพธอน
Lec 05 _07 _association _rule _analysis _02.py



อธิบายโค้ด:

1. สร้างข้อมูลจ าลอง:

• ข้อมูลจ าลองประกอบด้วยสินค้า เช่น วิตามินบ ารุงครรภ์ (Prenatal_Vitamins ), อาหารเพ่ือสุขภาพ (Healthy_Foods ), เส้ือผ้าเด็ก (Baby_Clothes ), และตู้เส้ือผ้า (Wardrobe)

• ใช้ 1  หมายถึงซ้ือสินค้า และ 0  หมายถึงไม่ได้ซ้ือสินค้า

2. ใช้ Apriori Algorithm:

• ฟังก์ชัน apriori ใช้ในการค้นหารูปแบบการซ้ือสินค้าท่ีเกิดข้ึนบ่อย (Frequent Itemsets ) โดยก าหนดค่า min_support เป็น 0.3  (ซ้ือร่วมกัน 30 % ของรายการท้ังหมด)

3. สร้าง Association Rules:

• ใช้ฟังก์ชัน association_rules เพ่ือสร้างกฎความสัมพันธ์โดยต้ังค่า confidence ไว้ท่ี 0.7  (ความม่ันใจ 70 %)

4. ผลลัพธ์:

• แสดงรายการสินค้าท่ีมีการซ้ือร่วมกันบ่อย (Frequent Itemsets )

• แสดงกฎความสัมพันธ์ เช่น หากลูกค้าซ้ือ "วิตามินบ ารุงครรภ์" แล้วมีโอกาสสูงท่ีจะซ้ือ "อาหารเพ่ือสุขภาพ" ด้วย

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.4 5.4.2 ตัวอย่างการประยุกต์ใช้งาน Association rule
บทท่ี 5

กรณีศึกษาท่ี 2 : ห้างทาร์เก็ต (Target)

File : ตัวอย่างท่ี 5.7 การหาค่า confidence ในภาษาไพธอน
Lec 05 _07 _association _rule _analysis _02.py



ตัวอย่างธุรกิจ

• ระบบร้านขายโทรศัพท์

ก าหนดข้อมูลน้ี การซ้ือสินค้าจากร้านขายโทรศัพท์มือถือ โดยในแต่ละรายการจะแสดงสินค้าท่ี
ลูกค้าซ้ือในแต่ละคร้ัง เพ่ือใช้ส าหรับการวิเคราะห์ Association Rules

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียมวิชาเหมืองข้อมูล Data Mining ( 4124305 ) P.090

5.5 แบบฝึกหัด (Assignment)
บทท่ี 5

Transaction 
ID

Smartphone Phone_Case
Screen_Prot

ector
Charger Earphones Power_Bank Smartwatch Tablet

1 1 1 1 1 0 1 0 0

2 1 1 0 1 1 0 1 0

3 1 0 1 1 0 1 0 0

4 0 1 1 0 1 0 1 0

5 1 0 1 1 0 0 1 0

6 1 1 1 0 1 1 0 1

7 0 1 0 1 0 1 1 0

8 1 1 1 1 1 0 1 0

9 1 1 1 1 0 1 1 0

10 0 1 1 0 1 0 0 1



ตัวอย่างธุรกิจ

• ระบบร้านขายโทรศัพท์

โจทย์แบบฝึกหัด
การเตรียมข้อมูล :
1. ให้นักเรียนสร้าง DataFrame จากข้อมูลตัวอย่างท่ีให้ไว้ หรือสร้างข้อมูลใหม่ท่ีมี Transaction ID และสินค้าอย่างน้อย 10  รายการ
2. การวิเคราะห์ Itemsets : ใช้ Apriori Algorithm เพ่ือค้นหา Frequent Itemsets ท่ีมี support ไม่น้อยกว่า 30 %
ค าถาม :
• สินค้าใดบ้างท่ีมักจะถูกซ้ือร่วมกันบ่อยท่ีสุด ?
3. การสร้างกฎความสัมพันธ์ (Association Rules):
• ใช้ Frequent Itemsets ท่ีได้มาเพ่ือสร้าง Association Rules โดยก าหนด :
• Confidence ไม่น้อยกว่า 70 %
• Lift มากกว่า 1
ค าถาม :
• กฎความสัมพันธ์ใดท่ีน่าสนใจท่ีสุด ?
• กฎใดท่ีสามารถน าไปใช้ในเชิงกลยุทธ์ได้ ?

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.5 แบบฝึกหัด (Assignment)
บทท่ี 5



ตัวอย่างธุรกิจ

• ระบบร้านขายโทรศัพท์

4. การวิเคราะห์ผลลัพธ์ :
อธิบายผลลัพธ์ท่ีได้จากกฎความสัมพันธ์
ค าถาม:
• คุณพบรูปแบบพฤติกรรมใดบ้างจากข้อมูล ?
• คุณจะแนะน าให้ร้านขายโทรศัพท์ท าโปรโมชันอย่างไร เพ่ือเพ่ิมยอดขายจากข้อมูลท่ีได้ ?
5. การปรับเปล่ียนเง่ือนไข :
ทดลองปรับเปล่ียนค่าข้ันต่ าของ support และ confidence แล้วเปรียบเทียบผลลัพธ์ท่ีได้
ค าถาม:
• การปรับค่าดังกล่าวส่งผลอย่างไรต่อจ านวน Frequent Itemsets และ Association Rules?

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.5 แบบฝึกหัด (Assignment)
บทท่ี 5



ตัวอย่างธุรกิจ

• ระบบร้านขายโทรศัพท์

ตัวอย่างค าตอบท่ีคาดหวัง
1. Frequent Itemsets :
• {Smartphone, Phone_Case } (support = 0.5 )
• {Smartphone, Screen_Protector } (support = 0.4 )
2. Association Rules:
• หากลูกค้าซ้ือ Smartphone แล้วมีโอกาส 75 % ท่ีจะซ้ือ Phone_Case (Confidence = 75 %, Lift = 1.5 )
3. ข้อเสนอแนะในเชิงกลยุทธ์ :
• เสนอโปรโมชันซ้ือ Smartphone แถม Phone_Case หรือส่วนลดพิเศษส าหรับการซ้ือร่วมกัน
• สร้างแคมเปญส่งเสริมการขายสินค้าท่ีลูกค้าซ้ือน้อย เช่น Smartwatch หรือ Tablet

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.5 แบบฝึกหัด (Assignment)
บทท่ี 5



1. ก าหนดธุรกิจ ท าความเข้าใจธุรกิจ   ต้ังค าถามท่ีจะต้องการวิเคราะห์ก่อน

2. เตรียมข้อมูล ใส่ไฟล์ Excel 100 รายการ

3. ท า Select data / Data Cleaning / Data Transformation

4. ใช้โปรแกรม Rapid Miner Studio สร้าง Model 

5. แปลผล สรุปผล

ท าเป็นรายงานส่งใส่ ms-word ทุกหัวข้อ ส่งมาท่ีอีเมล์ siam 2dev@Hotmail.com
1. ระบุช่ือสมาชิก รหัส รุ่น/หมู่
2. ระบุช่ือวิชา 
3. ส่งก่อน 19.00  น.

บทท่ี 5 กฏความสัมพันธ์ในงานเหมืองข้อมูล Lec 05 : Association Rules
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5.5 แบบฝึกหัด (Assignment)
บทท่ี 5
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6. การน าแบบจ าลองท่ีได้ไปใช้งาน (Deployment)

• วางแผนการตลาด ถ้ารู้ว่าสินค้าใด ส่ังซ้ือในปริมาณท่ีมาก ก็ผลิต
สินค้าน้ันให้เพียงพอกับความต้องการ 

• จัดกิจกรรมส่งเสริมการตลาด ก็อาจจะมีการจัด สินค้าคู่กัน หรือให้
ส่วนลด เม่ือซ้ืนสินค้าคู่กัน จัดโปรโมในเว็บไซต์ให้ตรงกับความต้อง
ของลูกค้า



• กฎความสัมพันธ์  (Association Rules) เป็นกระบวนการหน่ึงในการท า Data 
Mining ท่ีได้รับความนิยมมาก โดยจะใช้ Association Rules ในการหา
ความสัมพันธ์ของข้อมูลสองชุดหรือมากกว่าสองชุดข้ึนไปภายในกลุ่มข้อมูลท่ีมีขนาด
ใหญ่ ในการหากฎความสัมพันธ์น้ันจะมีข้ันตอนวิธีการหาหลายวิธีด้วยกัน แต่
ข้ันตอนวิธีท่ีเป็นท่ีรู้จักและใช้อย่างแพร่หลายคือ ข้ันตอนวิธี Apriori 

• ตัวอย่างหน่ึงของ Association Rules ท่ีใช้กันก็คือ Market Basket 
Analysis ท่ีใช้ในการหาความสัมพันธ์ของสินค้าท่ีลูกค้ามักจะซ้ือพร้อมกัน เพ่ือใช้ใน
การจัดรายการส่งเสริมการขาย 

บทท่ี 3 กฏความสัมพันธ์ (Association Rules)



• เป็นเทคนิคหน่ึงของ Data Mining คือการค้นหาความสัมพันธ์ของข้อมูลจากข้อมูล
ขนาดใหญ่ท่ีมีอยู่เพ่ือ

น าไปหารูปแบบท่ีเกิดข้ึนบ่อยๆ (frequent pattern) และใช้ในการวิเคราะห์ความสัมพันธ์
หรือท านายปรากฏการณ์ต่างๆ

• ฐานข้อมูลท่ีใช้ในการท า เหมืองความสัมพันธ์ (Association  Mining)  มักเป็น
ฐานข้อมูลประเภท Transaction Database

• ผลลัพธ์ท่ีได้เป็นกฏความสัมพันธ์ (Association Rule) สามารถเขียนได้ในรูปเซตของ
รายการท่ีเป็นเหตุ ไปสู่เซตของรายการท่ีเป็นผล ซ่ึงมีรากฐานมาจากการวิเคราะห์ตะกร้า
ตลาด (Market Basket Analysis) เช่น ลูกค้าท่ีซ้ือผ้าอ้อมส่วนใหญ่จะซ้ือเบียร์ด้วย

• ข้อมูลท่ีน ามาใช้จะอยู่ในรูปแบบ Nominal หรือ Ordinal เท่าน้ัน

บทท่ี 3 กฏความสัมพันธ์ (Association Rules)



• ระบบแนะน า หนังสือให้กับลูกค้าแบบอัตโนมัติของ Amazon  หมายถึงข้อมูลการส่ังซ้ือท้ังหมด
จะถูกน ามาประมวลผลเพ่ือหาความสัมพันธ์ของข้อมูล เช่น ลูกค้าท่ีซ้ือหนังสือเล่มหน่ึง ๆ มักจะ
ซ้ือหนังสือเล่มใดพร้อมกันด้วยเสมอ ความสัมพันธ์ท่ีได้จากกระบวนการน้ีสามารถน าไปใช้คาด
เดาได้ว่าควรแนะน าหนังสือเล่มใดเพ่ิมเติมให้กับลูกค้า

การน า เทคนิคไปประยุกต์ใช้กับงานจริง



▪ ข้ันตอนการหากฏความสัมพันธ์ (Association Rules)

บทท่ี 3 กฏความสัมพันธ์ (Association Rules)



▪ การวิเคราะห์ตะกร้าตลาด เป็นรูปแบบท่ีใช้เพ่ือหากลุ่มส่ิงของท่ีน่าจะปรากฏร่วมกัน

ใน transaction หน่ึง ๆ ซ่ึงมักเป็น transaction ณ จุดขาย ผลลัพธ์ท่ีได้

สามารถแสดงได้ด้วยกฎ ซ่ึงบอกความเป็นไปได้ของการซ้ือสินค้าต่าง ๆ ร่วมกัน

▪ การวิเคราะห์ตะกร้าตลาด มีบทบาทส า คัญต่ออุตสาหกรรมการค้าปลีก (retail 

industry) ซ่ึงใช้สารสนเทศ ศึกษาพฤติกรรมของลูกค้า

▪ จัดพ้ืนท่ีร้านค้า

▪ จัดวางสินค้าร่วมกันเพ่ือส่งเสริมการขาย

▪ การวางแผนการส่งเสริมการขายและต้ังราคาผลิตภัณฑ์

กฏความสัมพันธ์ (Association Rules)



อัลกอริทึม Apriori

• อัลกอริทึม Apriori ถือเป็นอัลกอริทึมท่ีนิยมใช้ในการหากฎ
ความสัมพันธ์ของข้อมูล แต่ถ้าฐานข้อมูลมีการเพ่ิมข้อมูลเข้ามา หรือ
เกิดมีการเปล่ียนแปลงข้อมูล อัลกอริทึม Apriori จะต้องน าข้อมูล
ท้ังหมดมารวมกันก่อน แล้วจึงจะสามารถน าข้อมูลท้ังหมดไปค้นหา
กฎความสัมพันธ์ใหม่ท้ังหมด โดยไม่สามารถน ากฎความสัมพันธ์ท่ีหา
ได้จากกลุ่มข้อมูลเก่าก่อนหน้ามาใช้ให้เกิดประโยชน์ได้ ท าให้เสียเวลา
ในการท างานเพ่ือค้นหากฎความสัมพันธ์ใหม่ท้ังหมด



ข้ันตอนการหากฏความสัมพันธ์ (Association Rules)

ในการหากฏความสัมพันธ์น้ีมีอยู่หลายวิธี แต่ส าหรับบทความน้ีจะแสดงการหากฏความสัมพันธ์ด้วยวิธี Apriori ซ่ึงจะมี
อยู่ 2 ข้ันตอนใหญ่ ๆ คือ

1.  การหา frequent itemset เป็นการหารูปแบบของข้อมูลท่ีเกิดข้ึนร่วมกันบ่อยๆ ในฐานข้อมูล หรือ มากกว่าค่า minimum 
support ท่ีผู้ใช้ก าหนด ในข้ันตอนน้ีจะแบ่งได้อีกเป็น 2 ข้ันตอนย่อย คือ 

1. การสร้างรูปแบบของ itemset (join) จะใช้รูปแบบของ itemset ท่ีมีค่ามากกว่า minimum support มาท าการ
สร้างรูปแบบของ itemset ท่ีมีขนาดยาวมากข้ึนทีละหน่ึงข้ันไปเร่ือยๆ

2. การนับค่า support (count) หลังจากท่ีสร้างรูปแบบของ itemset ได้แล้ว ข้ันถัดมาจะท าการค านวณค่า support ท่ี
เกิดข้ึน โดยท่ี support คือจ านวนเปอร์เซ็นต์ท่ีพบ itemset ในฐานข้อมูล

2.  การสร้าง association rule หลังจากท่ีหา frequent itemset ได้แล้วจะน ารูปแบบท่ีหาได้มาสร้างเป็นกฏความสัมพันธ์โดย 
เช่น Apple => Cereal หมายความว่าเม่ือลูกค้าซ้ือ Apple แล้วลูกค่าจะซ้ือ Cereal ร่วมไปด้วย

 

 ในบทความน้ีจะใช้ตัวอย่างข้อมูลท่ีแสดงในภาพท่ี 1 ซ่ึงเรียกว่า transaction database ในฐานข้อมูลน้ีจะ
ประกอบด้วย 4 transaction และมีสินค้าท่ีลูกค้าซ้ือท้ังหมด 5 ประเภทคือ Apple, Beer, Cereal, Diapers และ Eggs



ภาพท่ี 1 แสดง transaction database ท่ีจะใช้หากฏความสัมพันธ์

ในบทความน้ีจะแสดงตัวอย่างการหากฏความสัมพันธ์โดยก าหนดค่า minimum support ไว้ท่ี 50 % น่ันคือ 
สินค้าท่ีมีการซ้ือมากกว่าหรือเท่ากับ 50 % จะถือว่าเป็น frequent itemset ข้ันตอนการท างานมีดังต่อไปน้ี

1. ค านวณหาค่า support ของแต่ละ item ดังแสดงในภาพท่ี 2  แต่ละแถวคือข้อมูลสินค้าแต่ละชนิดและแต่ละคอลัมน์มี
ความหมายดังน้ี
•คอลัมน์ท่ี 1 คือช่ือสินค้าหรือ item หรือ itemset
•คอลัมน์ท่ี 2-5 คือหมายเลขของ transaction ถ้ามีการซ้ือสินค้าใน transaction ใดท่ีคอลัมน์ของ transaction น้ัน
จะมีหมายเลข 1 แต่ถ้าไม่มีจะเป็นเลข 0
•คอลัมน์ท่ี 6 คือ ค่า support



ภาพท่ี 2 แสดงการค านวณค่า support ของสินค้าแต่ละชนิด

จากค่า support ท่ีค านวณได้ในภาพท่ี 2 จะเห็นว่า Diapers มีค่า support ต่ ากว่าค่า minimum 
support ( 25 % < 50 %) ดังน้ัน Diapers จะถูกตัดออกและไม่น าไปพิจารณาสร้างเป็น itemset ท่ีมีความยาว 2 
ต่อไป ดังภาพท่ี 3 และเรียก Apple, Beer, Cereal และ Eggs ว่า frequent itemset



ภาพที่ 3 Diapers ถูกตัดทิ้งเนื่องจากมีค่า support ต่่ากว่าค่า minimum support ที่ก่าหนดไว้

2. น า frequent itemset ท่ีได้จากภาพท่ี 3 มาสร้างเป็น itemset ท่ีมีความยาว 2 โดยใช้การ join ได้เป็น {Apple, Beer}, 
{Apple, Cereal}, {Apple, Eggs}, {Beer, Cereal}, {Cereal, Eggs} และเน่ืองจากเป็นเซต ล าดับของข้อมูลไม่มีผล น่ันคือ 
{Apple, Beer} = {Beer, Apple}
ส่วนการค านวณค่า support ก็น าข้อมูล transaction ในภาพท่ี 3 มาท า intersect กัน (หรือใช้ bit opreration AND ก็ได้) เช่น 
การหา support ของ {Apple, Beer} จะเกิดจาก
•transaction(Apple) = {1,0,1,0 }
•transaction(Beer) = {0,1,1,1 }
•transaction(Apple, Beer) = {0,0,1,0 }
ค่า support ของitemsets ท่ีมีความยาว 2 ท้ังหมดจะแสดงในภาพท่ี 4 และ itemset ท่ีมีค่า support น้อยกว่า minimum 
support จะถูกตัดท้ิงไปท าให้เหลือ frequent itemset ท่ีมีความยาว 2 เพียงแค่ {Apple, Cereal}, {Beer, Cereal}, {Beer, 
Eggs}, {Cereal, Eggs} ดังแสดงในภาพท่ี 5



ภาพท่ี 4 แสดงค่า support ของ itemset ท่ี
มีความยาว 2

ภาพท่ี 5 แสดง frequent itemset ท่ีมี
ความยาว 2



3. ถัดมาท าการสร้าง itemset ท่ีมีความยาวเท่ากับ 3 โดยมีเง่ือนไขว่าข้อมูล item แรกจะต้องมีค่าเหมือนกันจึง
สามารถท าการ join กันได้ เช่น {Beer, Cereal, Eggs} เกิดจากการ join {Beer, Cereal} และ {Beer, Eggs} 
แต่ไม่สามารถ join {Apple, Cereal} และ {Beer, Cereal} ได้ ดังน้ันในข้ันตอนน้ีจะมีเพียงแค่ itemset เดียว
คือ {Beer, Cereal, Eggs} และเป็น frequent itemset ดังแสดงในภาพท่ี 6

ภาพท่ี 6 แสดง itemset ท่ีมีความยาวเท่ากับ 3

จากภาพท่ี 6 เราไม่สามารถสร้าง itemset ท่ีมีความยาวมากข้ึนกว่าน้ีได้อีก ข้ันตอนการหา frequent 
itemset จึงหยุด และได้ frequent itemsets ท้ังหมดดังแสดงในภาพท่ี 7



การหา frequent itemset ท้ังหมด

ภาพท่ี xxx แสดง frequent itemset ท้ังหมดท่ีหาได้



4. ข้ันตอนถัดมาคือการสร้างกฏความสัมพันธ์จาก frequent itemset ท่ีหาได้ โดยจะพิจารณา 
frequent itemset ท่ีมีความยาวมากกว่า 2 item ข้ึนไปมาสร้างเป็นกฎความสัมพันธ์ เช่น 
{Apple, Cereal} จะสร้างกฏความสัมพันธ์ได้เป็น Apple => Cereal เป็นต้น โดยกฏความสัมพันธ์
ท่ัวไปจะแสดงเป็น

โดยท่ี LHS (Left Hand Side) แสดงรูปแบบของ itemset ด้านซ้ายของกฏความสัมพันธ์ และ 
RHS (Right Hand Side) แสดงรูปแบบของ itemset ด้านขวาของกฏความสัมพันธ์
ในการพิจารณาว่ากฏความสัมพันธ์ท่ีสร้างได้ดีหรือไม่จ าเป็นจะต้องมีตัววัดประสิทธิภาพของกฏ ใน
บทความน้ีจะขอแนะน า 2 ตัววัด คือ confidence และ lift
•ค่า confidence แสดงความเช่ือม่ันของกฏความสัมพันธ์ท่ีเม่ือรูปแบบ LHS เกิดข้ึนแล้วรูปแบบ 
RHS จะเกิดข้ึนด้วยเป็นจ านวนก่ีเปอร์เซ็นต์ การค านวณค่า confidence หาได้จาก



โดยท่ี support (LHS, RHS) คือ ค่า support ท่ีรูปแบบ LHS และ RHS เกิดข้ึนพร้อมๆ 
กัน ตัวอย่างการหา confidence ของกฏ Apple => Cereal แสดงได้ดังน้ี

ค่า lift คือค่าท่ีบ่งบอกว่าการเกิดรูปแบบ LHS และ RHS มีความสัมพันธ์กันแค่ไหน โดยถ้าค่า 
lift เป็น 1 แสดงว่ารูปแบบ LHS และ RHS ไม่ข้ึนต่อกัน (independent) ค่า lift ค านวณได้
จาก



ตัวอย่างของการหาค่า lift ของกฏ Apple => Cereal แสดงได้ดังนี้



ค่า confidence และ lift ของกฏความสัมพันธ์ท้ังหมดท่ีสร้างได้แสดงในภาพท่ี 8 โดยท า
การเรียงตามค่า confidence และ lift จากมากไปหาน้อย



การหาความสัมพันธ์ หรือเรียกว่า กฏความสัมพันธ์

เร่ิมจากการ Market Basket Analysis จากการมองเห็นว่าคนซ้ือสินค้า 1 ช้ิน แล้วน่าจะเลือกซ้ือ
สินค้าใดต่อร่วม จากข้อมูลท่ีได้จากการซ้ือสินค้าแต่ละคร้ัง จะพบว่าการซ้ือคร้ังท่ี 1 ซ้ืออะไรบ้าง แล้ว Record ไว้ 
จากน้ันท าการบันทึกข้อมูลคนถัด ๆ ไปเร่ือย ๆ จ านวนแถวข้อมูลการซ้ือก็จะเพ่ิมมากย่ิงข้ึนเร่ือย ๆ เป็น 
Transaction ซ่ึงข้อมูลท่ีได้ก็ไม่สะดวกในการน าไปวิเคราะห์ โดยทางท่ีดีก็น าข้อมูลมาท าการแปลงข้อมูลเป็นแถว
โดย Group by ตามเวลาท่ีซ้ือสินค้า

Support
 นับจ านวนคร้ังการซ้ือสินค้าแต่ละชนิดคิดเป็น % ของการซ้ือสินค้า หรือการพบสินค้า ท าการนับในการซ้ือ
สินค้า (จ านวนคร้ัง)

Frequent itemset
 จ านวนสินค้าท่ีมีการพบบ่อย รูปแบบของการซ้ือสินค้า (items) ท่ีมีค่า support >= minimum 
support การมี Frequent กับ infrequent เพ่ือเป็นการกรองข้อมูลออกไป
 
 สินค้าใน Supermarket มีจ านวน 3 ชนิด โอกาสท่ีเป็นไปได้ท้ังหมด (หรือ Subset ท้ังหมด) ถ้าตัว
ไหนไม่ผ่านเง่ือนไขท่ีก าหนดให้ตัดท้ิงเลย



- Apriori : แอบเพียวร่ี (Agrawal and Srikant, 1994 )
 สร้างรูปแบบสินค้าท่ีมีการเพ่ิมจ านวนทีละ 1 ถ้าผ่านเง่ือนไขก็จะทาการ Join เพ่ิมไปเร่ือย ๆ
แบบน้ีมันจะช้า เพราะการหาความสัมพันธ์แต่ละคร้ัง ก็ต้องไปดึงค่าจาก Database ทุกคร้ัง หลักการท างาน superset ของ
รูปแบบท่ีเป็น frequent Apriori นับจ านวนคร้ังในการซ้ือท่ีน้อยกว่า 50 % ตัดผ้าอ้อมออก จับคู่ให้เป็น set ข้ึน เม่ือเป็น 
set ข้อมูลท่ีอยู่ข้างในไม่จ าเป็นต้องมีล าดับ 1 ตัวหน้าท่ีท าการ JOIN กันต้องเหมือนกัน เช่น {Beer, Cereal, Eggs} เพ่ือให้
ได้มา Frequent Itemset สินค้าท่ีมีการซ้ือมากกว่าหรือเท่ากับ 50 % จะได้ขนาด size ออกมาด้วย

- FP-Growth : เอฟพีโกลฟ
 ข้ันตอนท่ี 1 ท าโดยการสร้าง Compact data Structure เรียก FP-Tree ข้ึนมา โดยการอ่านข้อมูลจาก
ฐานข้อมูลเพียงแค่ 2 คร้ังเท่าน้ัน แล้วหาค่า Support ของรูปแบบการซ้ือสินค้า (Items) ท่ีมีความยาว 1 แล้วเรียงล าดับตาม 
Support ท่ีค านวณได้ แล้วมาท าการสร้าง FP-Tree จากการอ่านข้อมูลในฐานข้อมูลเพียงหน่ึงรอบ เช่น เจอ Apple 1 คร้ัง
มันจะมีลิงค์ต่อไปเกิดเป็น 1 เส้นทาง ท่ีว่ิงไปโดยดูว่าตัวไหนท่ีมันสามารถซ้อนกันได้ก็ซ้อนไป ข้อดีคือถ้ามี Database 10  ล้าน
แถว เราสามารถท าท่ีละส่วนได้ แล้ว Free memory ท้ิงไปได้ แล้วเรียกส่วนท่ีเหลือมาท างานต่อได้ ค่อยๆ อ่านค่ามาท างาน 
Operator แบบน้ีจะเรียก Stream Database
 ข้ันตอนท่ี 2 สร้างรูปแบบของสินค้าท่ีซ้ือบ่อย ๆ (Frequent items) จาก FP-Tree โดยก าหนด min_support
= 50 %
เปรียบเทียบผลของ Apriori & FP -Growth จะพบว่า FP-Growth จะเร็วกว่าแต่ผลลัพธ์เหมือนกัน

การหากฎความสัมพันธ์ (association rules) มี 2  อัลกอริทึมใหญ่ ๆ



Association Rules : สร้างกฏความสัมพันธ์ 
สร้างจากสินค้าท่ีลูกค้าซ้ือบ่อย ๆ รูปแบบของกฏ คือ LHS , RHS 
LHS คือ Left Hand Side สินค้าท่ีซ้ือพร้อมกันบ่อย ๆ ด้านซ้ายของกฏ เช่น Apple Cereal 
RHS คือ Right Hand Side สินค้าท่ีซ้ือพร้อมกันบ่อย ๆ ด้านขวาของกฏ เช่น Cereal Apple

ตัววัดประสิทธิภาพของกฏความสัมพันธ์
- Confidence แสดงความเช่ือม่ันของกฏความสัมพันธ์ท่ีเม่ือรูปแบบ LHS เกิดข้ึนแล้วรูปแบบ RHS จะเกิดข้ึน 
% ความน่าจะเป็น 1 ความน่าจะเป็นจะเกิดข้ึนด้วยทุกคร้ัง ถ้า Confidence กฏน้ันสูงน่าสนใจกว่า
- Lift ถ้า Lift เกิน 1 แสดงว่าโอกาสจะเกิดข้ึนพร้อมกันมากว่าแยก ถ้าน้อยกว่า 1 แสดงว่าตัวล่างมากกว่าตัว
บน แสดงว่าซ้ือแยกมากกว่า

Applications
 ใช้ในการเพ่ิมยอดขายโดยการแนะนาสินค้าท่ีลูกค้ามักจะซ้ือพร้อมกันบ่อย ๆ (cross -selling) ใช้ในการจัด
สินค้าในร้าน เช่น วางสินค้าท่ีลูกค้ามักจะซ้ือพร้อม ๆ กันไว้ใกล้ๆ กัน หรือวางสินค้าไว้ใน Catalog ต่าง ๆ



S upport



การแปลงข้อมูล Data Transformation

Tran_id apple cereal diapers eggs beer

1 Y Y Y ?

2 ? Y ? Y

3 Y Y ? Y Y

4 ? ? ? Y Y



S upport



S upport  > 50 %



อ้างอิง

• http://dataminingtrend.com/ 2014 /association -rules/

• http://www.autosoft.in.th/data -science/forecasting -with -the -microsoft -
time -series -data -mining -algorithm/
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